Source cancellation profiles of electroencephalography and magnetoencephalography
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A B S T R A C T

Recorded electric potentials and magnetic fields due to cortical electrical activity have spatial spread even if their underlying brain sources are focal. Consequently, as a result of source cancellation, loss in signal amplitude and reduction in the effective signal-to-noise ratio can be expected when distributed sources are active simultaneously. Here we investigate the cancellation effects of EEG and MEG through the use of an anatomically correct forward model based on structural MRI acquired from 7 healthy adults. A boundary element model (BEM) with four compartments (brain, cerebrospinal fluid, skull and scalp) and highly accurate cortical meshes (~300,000 vertices) were generated. Distributed source activations were simulated using contiguous patches of active dipoles. To investigate cancellation effects in both EEG and MEG, quantitative indices were defined (source enhancement, cortical orientation disparity) and computed for varying values of the patch radius as well as for automatically parcellated gyri and sulci. Results were calculated for each cortical location, averaged over all subjects using a probabilistic atlas, and quantitatively compared between MEG and EEG. As expected, MEG sensors were found to be maximally sensitive to signals due to sources tangential to the scalp, and minimally sensitive to radial sources. Compared to EEG, however, MEG was found to be much more sensitive to signals generated antero-medially, notably in the anterior cingulate gyrus. Given that sources of activation cancel each other according to the orientation disparity of the cortex, this study provides useful methods and results for quantifying the effect of source orientation disparity upon source cancellation.

Introduction

Electroencephalography (EEG) and magnetoencephalography (MEG) are neuroimaging modalities that allow one to investigate cortical activity at millisecond resolution, which is not currently available to functional magnetic resonance imaging (fMRI) (Dale and Halgren, 2001). An important difference between MEG and EEG is the different dependence of their sensitivities upon cortical source orientation. Whereas EEG can detect sources of all orientations (Cuffin, 1990), MEG is primarily sensitive to sources that are oriented tangentially with respect to the scalp (Hamalainen et al., 1993). Previous studies (Haueisen et al., 1995; Melcher and Cohen, 1988) have quantified this preferential sensitivity and found that the relative magnitude of the MEG signal generated by a radial and by a tangential source at the same location can differ by a factor of ~6 for human cortex, whereas EEG, on the other hand, is far less sensitive to source orientation. Lutkenhoner (1998) quantified the separability of two dipoles by systematically varying their relative depths and orientations, and suggested conditions under which sources that are closely positioned may be resolvable. Leahy et al. (1998) investigated how source location and orientation affect localization accuracy in the context of a forward model derived from a human skull phantom constructed with brain, skull and scalp layers to conclude that source orientation is not a significant factor limiting localization accuracy. Another excellent study by Hillebrand and Barnes (Hillebrand and Barnes, 2002) quantified the dependence of source detection probability by MEG upon source orientation and depth, concluding that the latter is the main factor that compromises the sensitivity of MEG to activity in the adult human cortex.

Although important, these studies did not thoroughly address cancellation effects between sources that are simultaneously active. Im et al. (2003) suggested assessment criteria to compare localization
of contiguous patches of activation using spherical head models and cortically distributed sources, but the effect of cancellation between sources was not investigated. Because the spatial patterns of EEG and MEG signals generated by source currents in different parts of the brain can overlap extensively (Halgren, 2008), simultaneous activation of sources can lead to reduced resolution in inverse estimates as a consequence of signal cancellation at the sensors due to superposition of fields. In MEG, cancellation can easily occur when sources of opposite orientation are active at the same time. Because cancellation of both MEG and EEG can be substantial even for a small number of simultaneously active sources, the effective signal-to-noise ratio (SNR) per source is likely to be reduced for simultaneously active sources (Lin et al., 2001). Consequently, this must be taken into account when evaluating the resolving capabilities of M/EEG localization methods, whereas in techniques such as functional magnetic resonance imaging (fMRI) the signal observed at each voxel does not suffer from source cancellation effects. The basic element for modeling current activation in the brain is the current dipole, which summarizes the effect of microscopic currents within a volume of several cubic millimeters. At spatial scales of 1 cm or above, the gyration of the cerebral cortex adds a geometric factor which influences both cancellation of sources as well as spatial coherence patterns (Freeman et al., 2003). Quantification of the degree and extent of cancellation is therefore a necessary and important element for the consideration of orientation disparity and stimulus-evoked signal change.

In this paper, we examine the source cancellation profiles of EEG and MEG in the context of an anatomically correct model of the human head using a boundary element model (BEM) with four tissue types (brain, cerebrospinal fluid (CSF), skull and scalp). For each of 7 adult human subjects, the brain was modeled using a mesh of ~300,000 dipoles, and spatially extended cortical activations were represented using contiguous patches of current dipoles. To quantify cancellation effects at each location on the cortical surface, we define indices to describe source enhancement and source orientation disparity at each cortical location. These metrics are investigated for varying radii of the activation patch and provide useful insight into how cancellation effects can affect EEG and MEG recordings.

**Materials and methods**

Calculations were performed based on the configuration of 306 MEG and 60 EEG sensors of the Elekta Neuromag® MEG scanner at the University of California, San Diego, which is located in a magnetically shielded room (IMEDCO, Hägendorf, Germany). The superconducting quantum interference device (SQUID) sensors of the Neuromag scanner are arranged as triplets at 102 locations which contain one magnetometer (MAG) and two orthogonally positioned planar gradiometers (GRAD1 and GRAD2). Calculations involved seven healthy human subjects (4 males, 3 females, ages 20–35), EEG sensors were positioned using the standard 10–20 systems (Jasper, 1974) and scalp electrode locations on the head of each subject were recorded using a 3D digitizer (Polhemus FastTrack®, Colchester, VT). The spatial position of the head with respect to the MEG scanner was determined using four head position index (HPI) coils. T1-weighted MR volumes were acquired from each subject at 1.5 T using the MP-RAGE sequence (Mugler and Brookesman, 1990).

Segmentation was performed using FreeSurfer (Dale et al., 1999) and the cortical surface had approximately 150,000 vertices per hemisphere, which is accurate enough to capture the anatomy of cortical regions with large curvature. Registration of EEG sensors to each corresponding cortical surface was performed by (1) recording the locations of the nasion, right and left PA using the digitizer and (2) identifying these locations on the subject’s anatomical images to create a rigid registration matrix between EEG and MRI coordinate systems. In addition to the locations of the 60 EEG electrodes and the 4 HPI coils, additional digitized points were included to improve the accuracy of the registration. To avoid bias due to significantly different distances between MEG sensors and scalp, the head was assumed to be optimally positioned in the MEG scanner to simulate an ideal scenario where the distance from each sensor to the scalp is as comparable as possible from sensor to sensor (average distance: 2.89±0.79 cm, mean±standard deviation).

For EEG, a four-shell, realistically shaped BEM model was used, which consisted of the tessellated surfaces of the inner skull, CSF, outer skull and scalp as generated from MR volume segmentations using the Neuroelectromagnetic Forward Modeling Toolbox (Akalin-Acar and Gencer, 2004; Akalin-Acar and Makeig, 2010). For MEG, only one shell was used (as extracted using the NFT) because it is known to have excellent accuracy for forward calculations (Hamalainen et al., 1993; Meijls et al., 1987; Stok et al., 1986). The conductivity ratios 1:6:0.0125:1 were assumed for brain to CSF, CSF to skull, and skull to scalp, respectively. For both EEG and MEG, the linear collocation method (Mosher et al., 1999) and isolated skull approach (Meijls et al., 1989) were used to generate the forward matrix $A$, which is an array of dimensions $N\times M$, where $M$ is the number of sensors and $N$ is the number of sources. For each source $j$, the column $a_j$ of $A$ specifies the projection of source $j$ onto the sensors. Because M/EEG signals are primarily due to electric currents produced by the spatially-aligned apical dendrites of neocortical pyramidal cells (Murakami et al., 2002, 2003), dipole orientation was assumed to be perpendicular to the cortical surface.

Let $a_{ij}$ be the element of the forward matrix associated with sensor $i$ and source $j$, and $d_i$ be the portion of the cortical surface surrounding source $j$, i.e. the set of points on the surface for which the closest dipole is source $j$. The effect of cortical source cancellation upon signals recorded at the sensors was quantified by comparing the length of the signal vector generated by $n$ simultaneous sources

$$\alpha = \left\| \sum_{j=1}^{n} d_i a_{ij} \right\| = \left\{ \sum_{j=1}^{n} (\sum_{i=1}^{M} d_i a_{ij})^2 \right\}^{1/2}$$

(1)

to the sum of the signal vector lengths for the same sources when active individually

$$\beta = \sum_{j=1}^{n} d_i \left\| a_{ij} \right\| = \left\{ \sum_{j=1}^{n} (\sum_{i=1}^{M} d_i a_{ij})^2 \right\}^{1/2}$$

(2)

The enhancement index $l_e$ was defined as

$$l_e = \frac{\alpha}{\beta}.$$

(3)

Conceptually, $l_e$ quantifies at once both source enhancement and source cancellation, as follows. If the signals due to the $n$ simultaneous sources vanishes at the sensor, then $l_e = 0$, which corresponds to lack of enhancement (full source cancellation). If no overlap exists between the signal patterns of individual sources, then $l_e = 1$ (full source enhancement, i.e. no cancellation).

In this context, enhancement is to be understood as referring to the amplification of the signal due to a certain source within the patch by other sources within that patch. The source enhancement index is straightforwardly related to the source cancellation index of Ahlfors et al. (2010a, 2010b) through the simple relationship

$$l_e = 1 - l_c.$$

(4)

To avoid redundancy, the enhancement index is generally used throughout this paper. In addition to the enhancement index, the orientation disparity index $l_o$ was also computed. This measure allows the cancellation profile to be related to the local cortical curvature:

$$l_o = 1 - \frac{\left\| \sum_{j=1}^{n} d_i \frac{a_{ij}}{a_{ij}^T d_i} \right\|}{\sum_{j=1}^{n} d_i^T d_i}$$

(5)
The denominator in the above formula is the total area of the patch, whereas \( \mathbf{n}_j \) is the normal vector with respect to the surface at the location of the vertex indexed by \( j \). If all dipoles within a patch have the same orientation, then \( \mathbf{g} = 0 \). If, however, they are oriented in such a way that their sum amounts to 0, then \( \mathbf{g} = 1 \). This is the case in a closed surface configuration, where the net dipole moment cancels out. It should be noted that the orientation disparity index is independent of measurement modality (EEG or MEG) and that it depends, rather, upon the local curvature profile of the cortex.

Enhancement and orientation disparity indices were computed for patches of activation centered at each of the ~300,000 vertices of the cortical mesh. Patch radius was computed along the cortical surface of the diencephalon and corpus callosum are excluded (shown in white). The color scale varies from the lowest to the highest value of the enhancement index.

Images show EEG and MEG enhancement projections from left to right within each row of images, the views are: lateral, medial, posterior, anterior, ventral (top) and dorsal (bottom). The cut surfaces of the diencephalon and thalamus were generated within an average folding atlas generated over a large number of subjects as a function of the unit sphere using a Beowulf cluster with 12 nodes (3.2 GHz clock rate, 4 GB RAM/node). Indices were computed for each subject and cortical averaging across subjects was accomplished using an average folding atlas generated non-rigidly morphed to the atlas by aligning sulcal–gyral patterns while minimizing shear and areal distortion. Parcellation of gyri and sulci was performed automatically in FreeSurfer using probabilistic labeling on the statistical atlas. Each individual was non-rigidly morphed to the atlas by aligning sulcal–gyral patterns while minimizing shear and areal distortion. Parcellation of gyri and sulci was performed automatically in FreeSurfer using probabilistic labeling on the statistical atlas. In addition, the average enhancement index was computed using all vertices and subjects, and then plotted on the cortical surface of the statistical atlas.

The mean and standard deviation of the enhancement index were computed for each cortical parcellation as well as for both EEG and MEG. To investigate whether, for each parcellation, these means differed significantly between EEG and MEG, a two-tailed Welch’s \( t \)-test was performed, where the null hypothesis was that the EEG and MEG means were independent random samples from normal distributions with equal means and unknown variances, against the alternative that the means were not equal. Because the variances were not assumed to be equal, this is an example of the Behrens–Fisher problem (Anderson and Bancroft, 1952; Hogg and Tanis, 2001) and the test statistic under the null hypothesis has an approximate Student’s \( t \) distribution with a number of degrees of freedom given by the Welch–Satterthwaite approximation.

To assess the preferential sensitivities of each recording modality to signals generated within various parcellations, the percentage difference in the average enhancement index over each parcellation was computed using the formula

\[
\Delta_{IE}^{\%} = \frac{IE(\text{MEG}) - IE(\text{EEG})}{IE(\text{MEG})} \times 100.
\]

This measure illustrates, on average, the extent to which activity generated within a certain cortical region is preferentially recorded by MEG compared to EEG. The mean standard error of \( \Delta_{IE}^{\%} \) over subjects was also computed.

**Results**

Fig. 1 shows the average enhancement profiles of EEG (A) and MEG (B) over subjects for cortical patches with a radius of 1 cm for the left hemisphere (profiles of the right hemisphere are omitted as they are very similar). Because only cortical sources are shown, the medial wall is excluded (shown in white). A thresholded version of Fig. 1 is displayed in Fig. 2, where values that belong only to either the first or tenth decile (lowest 10% or highest 10%) of the appropriate distribution are shown. In the case of EEG, regions with visibly large enhancement (low cancellation) include the anterior portion of the insula, as well as the banks of the central and postcentral sulci, orbital sulci, parahippocampal gyrus, medial occipito-temporal sulcus and polar plane of the superior temporal gyrus. In the case of MEG, there is a very distinct pattern of activity enhancement for cortical sources located on sulcal banks or cancellation for sources located on gyral crowns. This is because, as expected, MEG sensors are maximally sensitive to signals due to sources tangential to the scalp, and minimally sensitive to radial sources (Hamalainen et al., 1993).

A visible difference between MEG and EEG enhancement profiles is that MEG is relatively more sensitive to signals generated anteromedially. As Figs. 1 and 2 illustrate, signals due to sources within the pericallosal sulcus, anterior and middle cingulate gyri and sulci,
as well as on the medial portion of the superior frontal gyrus are greatly enhanced at the sensors. This is because the medial part of the superior frontal gyrus is particularly wide and flat (Destrieux et al., 2010), which implies that a large proportion of cortical sources within that structure are tangential with respect to the scalp, resulting in maximal signal enhancement for MEG. Both qualitatively and quantitatively, the profiles for gradiometer MEG in Figs. 1(A) and 2(A) were found to be extremely similar to those for magnetometer MEG, as previously quantified by Ahlfors et al. (2010b). For this reason, only results for gradiometer MEG are presented here, and a figure illustrating the enhancement profile of magnetometer MEG is included as supplementary material to demonstrate the resemblance. The enhancement profile visualized in Figs. 1(A) and 2(A) serves as input to all other quantitative analyses in this paper, and consequently the similarity between gradiometer and magnetometer MEG results also applies to all other results as well.

Plots of the cortical uniformity profile (Figs. 1(B), 2(B)) allow one to relate signal enhancement patterns to the local uniformity of the cortical surface. As illustrated by comparing Figs. 1(A) to (B) and 2(A) to (B), the high uniformity of flat structures such as deep, sulcal banks (e.g. central, postcentral sulci) and of flat gyri (e.g. the medial aspect of the superior frontal gyrus) corresponds to areas of large signal enhancement in both EEG and MEG. If the local curvature of the cortex is low, dipoles are more likely to point in the same direction and the uniformity index is consequently high. Thus, the vector sum of dipoles is large and, as Eqs. (1)–(4) suggest, the EEG enhancement index is also large. If, furthermore, these dipoles are also tangential with respect to the scalp, they are also highly detectable using MEG, which implies that the MEG enhancement index is high as well.

The enhancement index $I_{\text{E}}$ of the cortex measures the extent to which the signal generated by an activation patch is enhanced at the sensors. Simultaneously, it also describes the extent of source cancellation. Fig. 3 explores the dependence of this effect upon patch radius $R$ by investigating the probability density function (PDF) of the index computed over all cortical dipoles. For clarity, the PDF is normalized by the largest probability value. At $R=0$ mm, the patch consists of one dipole, which implies that $\alpha=\beta$ in Eq. (3) and that cancellation is minimal. As patch size increases from 0 to ~10 mm, the mode of the distribution (brightest in Figs. 1(A–B) for any given $R$) increases as well for both EEG (by 0.053 mm$^{-1}$) and MEG (by 0.063 mm$^{-1}$). At $R\approx 10$ mm, however, the rate of change decreases (EEG: 0.013 mm$^{-1}$; MEG: 0.014 mm$^{-1}$), presumably because the spatial scale of cortical folding becomes comparable to the patch radius at around that value. The similarity between Figs. 3(A) and (C) confirms that sources of cortical activation cancel each other out according to the orientation disparity of the cortex. The similarity between Figs. 3(B) and (C) is not as striking, presumably because the dependence of MEG cancellation (Fig. 3(B)) upon the disparity profile is additionally confounded by the preferential sensitivity of MEG sensors to source components that are tangential to the scalp. Possibly also due to this preferential sensitivity (and therefore to the greater spread of sensitivity values across some given activation patch), index values have greater spread in MEG than in EEG for most values of $R$.

Fig. 4 displays bar plots of the average enhancement index for each cortical parcellation. This figure is important because it summarizes the results of the study by providing a practical reference for EEG and MEG researchers in their attempt to understand and compare the relative usefulness of using either EEG or MEG recordings for experiments that target specific areas of the brain. Error bars in Fig. 4 indicate standard deviations over subjects. Significance of differences between means is indicated by asterisks next to each parcelation, where one, two and three asterisks correspond, respectively, to alpha values of 0.1, 0.01, and 0.001. Largest enhancement is exhibited by the paracentral, pericallosal and suborbital sulci, all of which are structures with dipoles that are tangential with respect to the scalp as well as uniformly oriented. At the other extreme are the fronto-marginal gyrus, transverse frontopolar gyri and sulci, and the middle temporal gyrus, all of which have dipoles with radial orientations with respect to the scalp.

Whereas Fig. 4 illustrates the wide range (0.27 to 0.83) of enhancement indices across cortical regions, it does not allow one to appreciate the preferential MEG enhancement of various sources compared to EEG. Results illustrating this latter type of analysis are shown in Fig. 5. There, the difference in enhancement index ($\Delta I_{\text{E}}$) between MEG and EEG is plotted as a percentage of the MEG enhancement index, using the formula in Eq. (6). Error bars in the figure indicate the standard error of the mean (SEM) for $\Delta I_{\text{E}}$. In other words, Fig. 5 allows the reader to appreciate the preferential sensitivity of EEG over MEG (or vice versa) to specific cortical regions, and the information being provided is thus important due to its ability to indicate which modality is preferable for investigating cortical responses that are localized in specific regions. For any parcellated region, a large positive value in Fig. 4 indicates that MEG is, on average, relatively superior to EEG in measuring
signals due to patches of cortical activation in that region. Thus, for example, the average MEG enhancement index is over 25% higher than that of EEG for the suborbital, pericallosal and cingulate sulci, as well as for the cingulate gyrus, which is expected given that all these structures have sources tangential to the scalp. By contrast, sources located in many other structures are relatively enhanced in EEG compared to MEG. These include the short insular gyri (enhanced in EEG by 69% compared to MEG), the frontomarginal gyrus (85%), and the transverse frontopolar gyri and sulci (60%). Given that EEG is typically superior to MEG in the ability to measure signals from deep sources (Hamalainen et al., 1993) and that the short insular gyri are located deep within the cortex, these results are sensible. On the other hand, the frontomarginal and frontopolar gyri and sulci are adjacent superficial structures (Destrieux et al., 2010), whose greater enhancement by EEG is due to the mostly radial orientation of their sources with respect to the scalp.

**Discussion**

Because many patterns of spontaneous or event–related cortical activation are spatially widespread (Halgren, 2004), a realistic quantitative appreciation of source cancellation effects in the human cortex is important. Many top–down neuronal mechanisms of information processing involve the rapid spread of electrical activity across the cortex, which implies that source cancellation can have a significant effect upon noninvasively recorded measures of brain activity. When electrical activity is elicited simultaneously on opposite walls of a sulcus, cortical dipoles of opposite orientations are activated and MEG cancellation of signal is consequently prominent. Similarly, activity due to sources oriented radially with respect to the scalp is largely invisible in MEG as is activity due to sources located deep within the cortex. By contrast, superficial sulcal sources that are tangential to the scalp are expected to exhibit low cancellation, provided that only one bank of the sulcus is active. The effects of these phenomena upon cancellation in MEG are particularly well captured in Fig. 2. There, for cortical sources located on sulcal banks, distinct patterns of activity enhancement can be seen, such as for cortical strips located on the central and postcentral sulci. By contrast, patterns of large cancellation (low enhancement) are visible for sources located on gyral crowns (superior and middle temporal gyri, superior frontal gyrus, central and precentral gyri, etc.). These patterns are due to the fact that, as one would expect, MEG sensors are most sensitive to signals due to sources tangential to the scalp, and minimally sensitive to radial sources. It is also for this reason that Fig. 2 obviates the relatively higher sensitivity of MEG to signals due to antero–medial dipoles. For such sources (pericallosal sulcus, anterior and middle cingulate gyri and sulci, and medial superior frontal gyrus), a large number of dipoles are tangential with respect to the scalp, the consequence of which being signal enhancement in MEG.

The information provided in Figs. 4 and 5 is particularly important because these figures reveal the relative enhancement of sources located in each parcellated region of the cortex. For example, Fig. 4(A) indicates that, on average, signals originating in the paracentral sulcus, pericallosal sulcus and suborbital sulcus are those which are most enhanced in MEG, and also preferentially enhanced compared EEG. Because these regions have been suggested as landmarks for body representation (paracentral sulcus, (Chainay et al., 2004)), schizophrenia–related working memory dysfunction (pericallosal sulcus, (Szendi et al., 2006)), and abnormal functioning associated with bipolar disorder (suborbital sulcus, (Lopez-Larson et al., 2002)), Fig. 4 suggests that researchers investigating these topics should consider the use of MEG due to the low average source cancellation properties of the above regions. By contrast, investigations targeting the frontomarginal gyrus (perception of biological motion, (Santi et al., 2003)), transverse frontopolar gyri and sulci (auditory selective attention, (Pugh et al., 1996)), or middle temporal gyrus (distance contemplation, face recognition and semantic function, see (Muller et al., 1997) and references therein) should consider the large cancellation effects that can occur within these regions. Evaluations similar to these can also be made for all other regions by taking into account the information provided in Figs. 4 and 5. In conclusion, these figures can be important to researchers who are interested in appraising the capabilities of either EEG or MEG for their studies of choice.

Cancellation effects are important when M/EEG results are compared or combined with fMRI at mesoscopic or macroscopic scales.
At the microscopic scale, cancellation effects cannot be quantified using either M/EEG or fMRI due to the insufficient spatial resolution of these techniques, and electrocorticography (ECoG) must be employed instead to assess source cancellation effects. In the case of ECoG, the local field potential is typically treated as strictly local, although (1) local mixing processes that generate LFPs exist and (2) electrodes can record far field potentials due to strong sources. Although it is typically desirable for ECoG forward models to account for these phenomena (Lachaux et al., 2003), most models have not done so (Zhang et al., 2008), and furthermore many have not accounted for the effects of the scalp, skull, CSF and implanted ECoG strips (Pascual-Marqui et al., 1994; Towle et al., 2003). Two other potentially significant effects (Zhang et al., 2008) which are unaccounted for in many ECoG forward modeling studies are (1) current leakage out of the brain (which occurs as a consequence of removing the scalp and skull at ECoG strip locations) and (2) disruption of CSF layer continuity at ECoG electrode recording sites. The ECoG forward model of Zhang et al. (2008) was among the first to include the scalp, skull, CSF, brain and implanted ECoG base pads explicitly by means of a finite element method model. These authors found that forward

Fig. 4. (A) Bar plots of the average enhancement index for each cortical parcellation, ordered in decreasing order from the highest to the lowest enhancement index for MEG. Values for both EEG (yellow) and MEG (red) are shown. Error bars indicate standard deviations over subjects. Standard deviations for MEG are consistently higher than for EEG, presumably due to the larger dependence of enhancement upon source orientation. Significance of differences between means is indicated by asterisks next to each parcellation, where one, two and three asterisks correspond, respectively, to alpha values of 0.1, 0.01, and 0.001. (B) As in (A), continued.
ECoG models have notable limitations in accounting for the effects of sources located far from strip coverage areas. Aside from the potential importance of the considerations described above, it is typically impractical to apply ECoG strips to many—if not most—brain regions. Consequently, given all of the above as well as the nature of the forward modeling methodology used in this study, investigating cancellation effects via cortical mapping across the full cortex (as done in the present study) may not be the most useful or appealing method for addressing the issue of ECoG forward modeling. Aside from its current inability to address the modified anatomy of intracranial recordings, our BEM model is tailored to the mesoscopic scale, and consequently does not describe in detail cancellation effects at the cellular or cortical column level. At the mesoscopic scale, as explored in the present study, cancellation effects quantified using simulations of activation patches indicate that the local folding geometry of the cortex dictates, to a very large extent, the amount of source cancellation. Finally, at the macroscopic scale, cancellation effects have been found to be very large for both EEG and MEG, to the effect that the cancellation index is very close to unity when a large number of randomly distributed sources are simultaneously active (Ahlfors et al., 2010b).

The results of this study are based on M/EEG forward modeling and are thus independent of any inverse source estimation method. Although the number and relative positioning of sensors with respect to the head does affect the computed values of cancellation indices, this effect is probably small because the relative positioning and
orientation of sources with respect to each other remains unchanged. The most important difference in how signals are cancelled differently in EEG and MEG is a consequence of the fact that MEG is preferentially sensitive to source orientation (Cuffin, 1990; Grynszpan and Geselowitz, 1973; Hamalainen et al., 1993). Thus, whereas MEG signals are largely cancelled if they are due to simultaneously active sources positioned on opposite banks of a sulcus, EEG signals may not be cancelled in this scenario. For example, signals due to dipoles...
that are simultaneously active in the primary visual cortex on opposite banks of the calcarine fissure are likely to cancel out in MEG. In the case of magnetic recordings, interplay exists between (1) the cancellation of signals generated by sources that are simultaneously active on opposite banks of a sulcus and (2) the rapid decrease in MEG signal amplitude as sensor-to-source separation increases. In the case of lateral and dorsal cortex, MEG records primarily from superficial regions whose sulcal sources cancel out when simultaneously active, whereas active radial sources on gyral crowns are silent in this modality. Collectively, these effects lead to an MEG cancellation profile that is different from that of EEG for lateral and dorsal brain regions. For dipoles that are lateral, dorsal, anterior or posterior, sulcal sources are typically tangential with respect to the scalp (enhanced in MEG), but gyral sources are mostly radial (un-recordable using MEG). The opposite is true for sources located medially or ventrally, where gyral sources are enhanced by MEG and sulcal sources are silenced. Collectively, these results confirm the existing view that combining MEG with EEG may provide better and more detailed information about underlying sources than using only one of these measurement modalities (de Jongh et al., 2005; Goldenholz et al., 2009; Hillebrand and Barnes, 2002), as confirmed both by experimental (Sharon et al., 2007) and theoretical (Molins et al., 2008) results.

Differences in sensitivity between MEG and EEG have been explored by Ahlfors et al. (2010a) using a methodological approach which is comparable to ours. These authors mapped the dependency of MEG and EEG signal magnitude on the orientation of a current dipole in a dense grid of source locations in the human cortex using an anatomically realistic BEM model with three compartments (brain, skull and scalp). Four important differences between their study and ours are that (1) the CSF layer was omitted, (2) cortical mesh resolution was significantly lower (~5000 vertices vs. ~300,000 vertices in our case), (3) the present study investigates cancellation effects systematically, i.e. for all cortical locations as well as for patch radii ranging from 0 to 25 mm, and (4) our study includes 7 subjects and takes into account inter-subject variability in cancellation patterns via averaging to a statistical atlas. The effect of CSF upon lead fields is likely to be small in the case of MEG because the conductivity profile of the head has negligible effect upon the MEG forward matrix (Hamalainen et al., 1993). Consequently, the effect of CSF upon cancellation patterns is also likely to be quite limited for MEG. In the case of EEG, however, the presence of CSF (with its high conductivity compared to that of other layers) results in broader lead fields, and thus is required for the realistic calculation of source enhancement profiles. A CSF-exclusive model underestimates the fraction of the cortex from which an EEG sensor can record, and therefore also the number of sources which cancel each other. Consequently, the probable effect of CSF exclusion is an underestimation of cancellation effects, but the extent to which this is the case warrants further investigation.

Based on a singular value decomposition (SVD) of the MEG forward matrix, Ahlfors et al. computed a metric to describe the sensitivity of MEG to source orientation, using an approach analogous to that of several other studies (Haueisen et al., 1995) which compared the ‘suppression ratio’ of radial to tangential dipoles in MEG. As we did, Ahlfors et al. found that MEG was relatively insensitive to superficial gyral sources located on the lateral surface of temporal, parietal and occipital cortices, and sensitive to orbitofrontal regions, to sulci on lateral frontal regions, and to sources located medially. Although inverse modeling is beyond the scope of this paper, it is appropriate to note the thorough study of Hillebrand and Barnes (2002), who quantified the detectability of sources in MEG as well as source dependence upon orientation and depth. The authors found that thin strips (~2 mm wide) of poor MEG resolvability exist on gyral crests, although these strips account for a relatively small proportion of the cortical area. Additionally, the strips were found adjacent to cortical areas with nominal tangential component yet high resolvability due to their proximity to the sensor array. Because only one cortical dipole was assumed to be active in their study, interactions between sources resulting in cancellation or enhancement were not taken into account. However, an important focus of the study by Hillebrand and Barnes was the quantification of source depth as the main factor affecting source resolvability. In this respect, these authors computed the confidence volumes of source localization, which were found to increase with source depth. From the standpoint of the present study, it should be noted that the effect of cancellation between deep sources in MEG can be a decrease in the effective SNR of the signal due to such sources, although source orientation is a decisive factor regarding the extent to which this is the case.

The intimate relationship between source cancellation and SNR is partially revealed by comparison of the present results to those of Hillebrand and Barnes (2002) and to those of Goldenholz et al. (2009). The former investigated the expected SNR's of the two techniques, while the latter studied the SNR profiles of EEG and MEG using patch modeling as well as methodologies similar to those applied here. Goldenholz et al. found that the SNR of deep sources is typically larger in EEG than in MEG, and that the opposite is the case for superficial sources. For MEG, comparably low SNR was found for gyral crowns, sulcal troughs on lateral surfaces, interhemispheric cortex and parts of ventral cortex that were associated with source orientation that was normal with respect to the scalp. Medial surfaces and gyral crowns were found to exhibit higher SNR in EEG, while most lateral areas had higher SNR in MEG. Thus, the results of Goldenholz et al. (on SNR) can be combined with ours (on source enhancement) and with those of Hillebrand and Barnes to produce a more informative picture of the recording abilities of MEG and EEG. Interestingly, the results of Goldenholz et al. indicate that the total area with higher SNR in MEG compared to EEG decreases as patch area increases. In contrast, our findings show that the difference in average cancellation between MEG and EEG increases with patch radius (Fig. 2), which suggests that an increase in activation patch size is associated with both higher SNR as well as higher enhancement in MEG compared to EEG. Confirmation of this intriguing hypothesis by future work may emphasize the preferential usefulness of MEG over EEG for the study of activations that involve large areas of the cortex. Consequently, further study of the interplay between SNR and source enhancement profiles could provide important insight into the recording abilities of MEG and EEG, as well as into their suitability for various studies of brain function.

The findings of this paper are also relevant in the context of improving existing inverse localization algorithms. For example, an inverse method using combined M/EEG recordings could include SNR information by weighing each sensor on the basis of its SNR and cancellation profiles. Such a method could, in principle, improve localization accuracy by relying more heavily on sensors that are more sensitive to sources with high SNR and low cancellation. Moreover, combined knowledge of SNR and cancellation profiles may allow localization methods to include statistically rigorous bias in the inverse solution based on the SNR and source cancellation properties of each cortical location. Such methods would thus be able to measure the reliability of localization results based not only on traditional measures of error, but also on the information contained in the cancellation profile of the cortex. Moreover, because SNR and cancellation are both critically affected by the locations of MEG sensors relative to the head (Marinkovic et al., 2004), this study argues in favor of targetting the cortical areas that of interest in a particular experiment by appropriately positioning of the head under the Dewar vessel so as to (1) minimize the cancellation of the cortical sources being studied and (2) maximize their SNR. Moreover, our results provide the M/EEG investigator with detailed information on the preferential enhancement of various cortical regions by either MEG or EEG, which allows one to make a more informed decision regarding the optimal
recording modality to be employed for the measurement of brain activity in a given experiment.

In this study, the cancellation profile of MEG was investigated in the context of the Elekta Neuromag® MEG scanner, which has 204 planar gradiometers and 102 magnetometers. As already mentioned in the Results section and illustrated in the Supplementary Fig., the cancellation profile of planar gradiometers was found to be extremely similar, both qualitatively and quantitatively, to that of the magnetometer array, at least from the standpoint of the MEG hardware configuration used throughout our study. For this reason, as already explained, our analysis in the Results and Discussion sections did not treat these sensor types separately. Nevertheless, it is useful to acknowledge one limitation of our study which is related to hardware configuration, namely that our investigation does not discuss the cancellation profile of MEG as pertaining to other hardware systems that are in current use. In the case of MEG arrays which (1) are equipped with either planar gradiometers or magnetometers and which (2) have a different number of such sensors or other spatial configurations, it is reasonable to expect that their cancellation profiles would be comparable to ours provided that the orientations of their sensors with respect to the scalp are similar to those of the Elekta Neuromag® system. It is possible, however, that the hardware configuration of the MEG device that is of interest to a particular investigator might include some other type of sensors, of which a wide variety exist: vector magnetometers, axial gradiometers, second-order or even third-order gradiometers, etc. (Seki and Kandori, 2007; Uzunbajakou et al., 2005). The latter two categories of sensors can include a wide variety of coil arrangements, and consequently many types of MEG systems are used in neuroimaging (Clarke and Braginski, 2004). The task of modeling the cancellation profiles of many of these systems often requires detailed familiarity with their hardware design specifications, including not only relative sensor positioning but also physical coil parameters (baseline, diameter, etc.), which can vary greatly across systems. Additionally, quite often, such hardware specifications are not made public by their manufacturers. For all these reasons, the modeling of cancellation profiles for these types of sensors and systems was not attempted, although our framework can be applied to modeling studies involving any sensor configuration. In conclusion, it is fair to acknowledge that the relevance of our study is limited to some extent by the fact that only two types of MEG sensors are modeled in our study, namely planar gradiometers and magnetometers. Nevertheless, because these two types of sensors are possibly among those that are most commonly used in the MEG community, it remains the case that the results of our study are relevant to a significant proportion of neuroimaging researchers who use MEG.

Conclusions

In conclusion, as expected, a substantial amount of source cancellation can occur in both EEG and MEG. This effect can be important when M/EEG data are related to hemodynamic measures of cortical activity, as well as when observed differences between MEG and EEG in terms of focal vs. widespread activity need to be reconciled. By means of computing quantitative indices everywhere on the cortical surface, we have confirmed that the cancellation of extended sources of activation is largely dependent upon the orientation disparity of the cortex, as summarized in previous studies (Ahlfors et al., 2010a, 2010b). These results are independent of any source localization methods and can be significant when explaining quantitative and qualitative differences in experimental M/EEG data. Consequently, this study provides useful methods and results for quantifying the effects of source orientation disparity upon source cancellation.

Supplementary materials related to this article can be found online at doi:10.1016/j.neuroimage.2011.08.104.
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