Forward and inverse electroencephalographic modeling in health and in acute traumatic brain injury

Andrei Irimia a, S.Y. Matthew Goh a, Carinna M. Torgerson a, Micah C. Chambers a, Ron Kikinis b, John D. Van Horn a,⇑

a Laboratory of Neuro Imaging, Department of Neurology, University of California, Los Angeles, CA 90095, USA
b Surgical Planning Laboratory, Department of Radiology, Harvard Medical School, Boston, MA 02115, USA

ARTICLE INFO

Article history:
Accepted 17 April 2013
Available online 6 June 2013

Keywords:
Electroencephalography
Traumatic brain injury
finite element method
Magnetic resonance imaging

ABSTRACT

Objective: EEG source localization is demonstrated in three cases of acute traumatic brain injury (TBI) with progressive lesion loads using anatomically faithful models of the head which account for pathology. Methods: Multimodal magnetic resonance imaging (MRI) volumes were used to generate head models via the finite element method (FEM). A total of 25 tissue types—including 6 types accounting for pathology—were included. To determine the effects of TBI upon source localization accuracy, a minimum-norm operator was used to perform inverse localization and to determine the accuracy of the latter. Results: The importance of using a more comprehensive number of tissue types is confirmed in both health and in TBI. Pathology omission is found to cause substantial inaccuracies in EEG forward matrix calculations, with lead field sensitivity being underestimated by as much as ~200% in (peri-) contusional regions when TBI-related changes are ignored. Failing to account for such conductivity changes is found to misestimate substantial localization error by up to 35 mm. Conclusions: Changes in head conductivity profiles should be accounted for when performing EEG modeling in acute TBI. Significance: Given the challenges of inverse localization in TBI, this framework can benefit neurotrauma patients by providing useful insights on pathophysiology.

1. Introduction

The study of cortical electrical activity using electroencephalography (EEG) has useful applications to the diagnosis, monitoring, and therapeutic evaluation of traumatic brain injury (TBI) patients (Friedman et al., 2009). Specifically, EEG can provide a variety of insights on how brain function is affected by acute TBI, and the ability to localize the electrical activity of the brain in patients by means of this technique can enhance the benefit of using EEG recordings in a clinical setting.

An excellent example of a potentially serious condition for which source localization would be useful is post-traumatic epilepsy (PTE). Though it is known that non-convulsive seizures after TBI are associated with hippocampal atrophy in the chronic phase (Vespa et al., 2010), the detailed mechanisms of this association remain poorly understood. Additionally, although PTE accounts for about 5% of all cases of epilepsy and for over 20% of cases of symptomatic epilepsy, the current understanding of trauma-induced seizure pathophysiology remains very rudimentary (Garga and Lowenstein, 2006). The incidence of seizures after acute TBI can range from 2% to 25%, and seizure frequency as measured via EEG has been found to be directly proportional to injury severity (Angeleri et al., 1999). In military personnel, the combined incidence of early and late PTE has been shown to range from 33% to 53% and is highest with penetrating head injuries (Salazar et al., 1985). Because antiepileptic agents eliminate seizures in only about 35% of PTE cases, many patients can benefit from surgery...
for epileptogenic focus removal (Lee et al., 2008). Such statistics reveal that accurate source localization is of considerable relevance in PTE because the surgical removal of an epileptic focus cannot be accurately accomplished without accurate knowledge of its spatial location. Though examination of EEG recordings from acute TBI patients is frequently performed, this is primarily done as a means to detect pathophysiological activity and not necessarily in order to identify its sources. Thus, the prospect of performing inverse localization of EEG activity in acute TBI patients is appealing from the standpoint of acquiring useful information on TBI-related clinical conditions such as PTE.

The process of computing the electric potentials produced at the scalp due to current sources in the brain is known as the forward problem of bioelectricity, whereas the process of localizing brain activity based on scalp EEG measurements is referred to as the inverse problem (Irimia et al., 2009; Lima et al., 2006). Despite the potential clinical usefulness of EEG source localization in acute TBI, there is a disappointing paucity of studies which have explored this topic. This may partly be due to the difficulty of accounting for TBI-related structural pathology within EEG forward models, including phenomena such as (1) the absence of skin and skull parts due to open head injuries or craniotomies, or (2) local conductivity profile alterations due to brain hemorrhage and edema.

In this paper, we explore the effects of acute TBI-related changes in tissue conductivities upon EEG forward and inverse solutions using finite element method (FEM) models of the head extracted from magnetic resonance imaging (MRI). One advantage of such models is that they allow the head to be represented as a volume conductor (Gencer and Acar, 2004) with a variable number of tissues which have distinct conductivities. Whereas 10 or fewer tissue types have typically been used in previous studies of FEM-based EEG source localization (Gencer and Acar, 2004), we characterize and employ 25 distinct material types including the effects of brain hemorrhage and edema upon the forward and inverse solutions. We additionally compare our detailed model to a more typical FEM model with four tissue types. Three-dimensional (3D) finite-element meshes are generated from MRI volumes to account for the geometric and electric properties of tissues and the effects of TBI-related pathology upon EEG source localization accuracy is investigated in three selected cases of acute TBI. Anatomically-faithful, high-resolution FEM models of the head are generated in 3D Slicer (slicer.org). Execution of the complete protocol for user-guided segmentation and FEM model generation required ~3 h per subject.

2. Methods

2.1. Image acquisition and processing

Approval for this study was obtained from the Institutional Review Board of the School of Medicine at the University of California, Los Angeles (approval #10-000829), and signed informed consent was obtained either from the patients or from their legally authorized representatives before the performance of any procedure. The TBI cases used in this study included three male subjects. For patient 1 (age 25), the Glasgow Coma Score (GCS) at admission to the Neurointensive Care Unit (NICU) was 14, the Glasgow Outcome Score-Extended (GOS-E) at discharge from the NICU was 3, and the GOS-E at 6 months was 8. For patient 2 (age 31), the GCS was 9, the GOS at discharge was 3, and the GOS-E at 6 months was 3. For patient 3 (age 45), the GCS at admission was 14, the GOS-E at discharge was 3, and the GOS-E at 6 months was 8. From each patient, MRI volumes (1 mm³ voxel size) were acquired at 3.0 T (Siemens Trio TIM scanner, Erlangen, Germany) within 72 h post-injury. The MRI protocol consisted of magnetization prepared rapid acquisition gradient echo (MP-RAGE) T₁-weighted imaging, fluid attenuated inversion recovery (FLAIR), turbo spin echo (TSE) T₂-weighted imaging, gradient-recalled echo (GRE) T₂-weighted imaging, and susceptibility weighted imaging (SWI). Conventional computed tomography (CT) scans were also acquired for each patient. In addition to these three acute TBI patients, a healthy adult male (age 28) was included in the study for the purpose of reference and comparison. From this subject, the imaging protocol consisted of T₁- and T₂-weighted MRI volumes acquired using the same sequences as in the TBI patients. EEG measurements were acquired from each patient after the electrodes had been placed upon the skin according to the standard 10–10 monopolar EEG montage. Co-registration of electrodes to the scalp was accomplished within the NIT toolbox, as described elsewhere (Acar and Makeig, 2010).

The LONI (Laboratory of Neuro Imaging) Pipeline (http://pipeline.loni.ucla.edu) was used to carry out image processing steps such as image alignment, bias field correction and skull stripping. Automatic segmentation of WM, GM, cerebrospinal fluid (CSF), cerebral WM/GM and subcortical structures was performed using FreeSurfer (FS) (Dale et al., 1999), followed by manual correction of tissue labeling errors by three experienced users with training in neuroanatomy. TBI-related lesions were segmented from GRE/SWI/FLAIR volumes as discussed elsewhere (Irimia et al., 2011; Irimia et al., 2012a), skin was segmented from T₁ MRI, and hard bone was segmented either from CT (in the case of TBI patients) or from T₁ and T₂-weighted MRI (in the case of the healthy patient, where CT had not been acquired for safety reasons). Eyes, muscle, cartilage, mucus, nerves, teeth, and ventriculostomy shunts were segmented from T₁/T₂ MRI. 3D models for each tissue type were generated in 3D Slicer (slicer.org). Execution of the complete protocol for user-guided segmentation and FEM model generation required ~3 h per subject.

2.2. Forward modeling

Because the primary sources of scalp EEG potentials are thought to be currents within the apical dendrites of cortical pyramidal cells (Dale and Sereno, 1993a), EEG generators were modeled as dipolar currents oriented perpendicular with respect to the cortical surface (Irimia et al., 2012b). A regular grid-based mesh with an average edge length of approximately 2 mm, with ~400,000 nodes and ~450,000 linear elements was constructed for the head of each subject by discretizing the head volume into linear hexahedral iso-parametric elements based on the MRI-derived segmentation. The presence of 60 referential electrodes arranged on the scalp surface in the standard 10–10 montage was assumed. In the second patient, electrode positioning was affected by the presence of a craniotomy above the right hemisphere. In this case, sensor locations reflected careful placement of electrodes by clinicians after the skin had been sutured in place subsequent to the craniotomy. A total of 25 material types with distinct conductivity values σ were modeled. It should be noted that the symbol σ is used here to denote conductivity (as is customary in physics), rather than stan-
FEM models were created after co-registration of the head and sensor locations, and existing methodologies (Acar and Gencer, 2004; Acar and Makeig, 2010) were used to calculate the forward matrix \( A \) of dimensions \( m \times n \), where \( m \) and \( n \) are the number of sensors and sources, respectively. The entire head volume was discretized into volume elements in which the electric potential was

\[
\nabla \cdot (\sigma \nabla \Phi) = V \cdot J_p \text{ in } V
\]

(1)

where \( V \) and \( S \) denote the head volume and surface, respectively, \( n \) is the unit normal on \( S \), and \( \sigma \) is the local conductivity. To calculate the forward matrix within the FEM formalism used here, a point source model described elsewhere (Yan et al., 1991) was employed to place dipoles at desired locations inside the head. An equivalent discretized model was constructed for each finite element (FE) using Galerkin’s weighted residuals method, and all element contributions were subsequently assembled to form a system of equations whose solution yields the values of the electric potential (Acar and Gencer, 2004).

### 2.3. Forward solution accuracy

Our FEM models account for at least 19 tissue types, i.e., considerably more than the typical EEG forward model with 4 compartments (scalp, bone, gray matter and white matter). Thus, it is useful to quantify the effects of accounting for the 16 tissue types which are not usually included in EEG localization studies. We therefore first compare two distinct FEM model types, i.e. \( M_4 \) and \( M_{19} \). Model \( M_4 \) includes 4 tissue types (healthy-appearing skin, hard bone, healthy-appearing WM and GM), whereas \( M_{19} \) additionally accounts for the presence of fat, soft bone, CSF, healthy-appearing GM, cerebellum, spinal cord, subcortex, connective tissue, muscle, eyes, cartilage, mucus, nerves, teeth and sinus air. Thus, \( M_4 \) is similar to a typical EEG FEM model with four material types (scalp, bone, WM and GM), whereas \( M_{19} \) is a more sophisticated model with 19 tissue types. In the case of \( M_{19} \), the conductivity of each tissue represented in \( M_{19} \) but not in \( M_4 \) is replaced by one of four values. Specifically, all extracranial tissue structures are replaced by skin, all intracranial non-cerebral structures are replaced by healthy-appearing WM, and soft bone is replaced by hard bone. This set of substitutions aims to partially mimic the typical geometry of an EEG model with four tissue types.

One measure which can be used to quantify the effect upon the forward solution due to including the 16 tissue types accounted for in \( M_{19} \) but not in \( M_4 \) is the sensor sensitivity area \( \beta(x) \), defined as the percentage of cortical dipoles projecting to a given sensor with a strength which is at least \( x \% \) as strong as that of the dipole with the strongest projection onto that sensor. For example, if \( \beta(70\%) = 1/4 \), then one fourth of all cortical dipoles project to the sensor with at least 70% of the strength associated with the strongest-projecting dipole. It should be noted that \( \beta(x) \) can be expressed as a percentage of the total cortical area; thus, \( \beta(0) = 1 \) and \( \beta(1) = 0 \). Alternatively, \( \beta(x) \) can be defined as the cortical area populated with dipoles \( j \) whose projected signal strengths \( |a_j| \) at sensor \( i \) are greater than or equal to \( x \% \) of the maximum projected signal of any dipole \( j \) on the cortex. Incidentally, it can be shown based on these definitions that the function \( \beta(x) \) is identically equal to one minus the cumulative distribution function of the lead field magnitude. Yet another useful definition of \( \beta(x) \) is the proportion of entries \( |a_j| \) in the lead field magnitude vector \( |a_j| \) which satisfy the relationship

\[
|a_i| > x \max(|a_i|), \text{ where } 0 < x \leq 1
\]

(3)

For some sensor \( i \), the difference in sensor sensitivity area between two models \( M_r \) and \( M_s \) (where \( c, r \) are non-negative integers) can be quantified using the metric

\[
\Delta_i(M_r, M_s) = \frac{|\beta(M_{r,c}) - \beta(M_{s,c})|}{\beta(M_{s,c})}
\]

(4)

To simplify notation, the dependence of \( A_f \) upon \( i \) and \( x \) is implicit. The subscripts \( c \) and \( r \) stand for ‘comparison’ and ‘reference’, respectively, which indicates that the comparison model \( M_r \) is being evaluated with respect to the reference model \( M_s \). If one aims to evaluate the model with four tissue types with respect to the model with 19 tissue types, then \( M_4 = M_4 \) and \( M_4 = M_{19} \), and the arguments to \( A_f \) denote the models for which \( A_f \) is calculated. The quantity \( A_f(M_4, M_{19}) \) is thus the absolute value of the difference in \( \beta \) between the two models for sensor \( i \), computed as a percentage of the electrode sensitivity area in the reference model \( M_4 \), which is equal to \( M_{19} \) in this case.

In analogy with the analysis described above, one can investigate the effects of ignoring conductivity changes due to TBI-related pathology. Specifically, let \( M_{25} \) denote the pathology-inclusive TBI model with 25 tissue types, including 6 types accounting for pathology. In this context, \( M_{19} \) denotes a ‘pathology-naïve’ TBI model which ignores the effects of pathology because it contains only 19 tissue types. Thus, for \( M_{19} \), the conductivity of each pathology-affected tissue is replaced by the conductivity of the corresponding healthy-appearing tissue. By means of this substitution,
$M_{25}$ can be compared to $M_{19}$ in the context of TBI and the effect of TBI-related conductivity changes upon the forward solution accuracy can be determined. In analogy with the case described previously, the difference in sensor sensitivity area between $M_{25}$ and $M_{19}$ can be quantified using the quantity $\Delta A_{S}$ ($M_{19}, M_{25}$). Note that $M_{r} = M_{19}$ and $M_{a} = M_{25}$ here, i.e. the reference model $M_{r}$ is set to $M_{25}$ because $M_{25}$ captures TBI anatomy more closely from a geometric standpoint.

2.4. Inverse modeling

The framework for source localization employed here involves a minimum-norm linear inverse operator previously described and widely used (Liu, 2002). Briefly, let,

$$x = As + n$$

where $x$ is the vector of EEG measurements, $A$ is the forward EEG matrix, $s$ is a vector containing the strengths of each source, and $n$ is the sensor noise vector. To solve the problem of identifying $s$ from the measurements $x$ using a linear inverse operator approach, the inverse operator $W$ must be found such that the expected difference $\langle |Wx - s|^2 \rangle$ between the estimated and true inverse solutions is minimized. If $n$ and $s$ are normally distributed with zero mean, it can be shown (Liu, 2002) that $W$ is of the form,

$$W = R_A (A^t A + C)^{-1}$$

where $C$ and $R$ are the sensor noise and source covariance matrices, respectively. For simplicity, Gaussian white noise can be assumed for sources and sensors such that $R$ and $C$ are multiples of the identity matrix. As detailed elsewhere (Dale and Sereno, 1993b, Liu, 2002), we weigh the sensor covariance matrix $C$ by a regularization parameter $r$ defined as

$$r = \frac{\text{tr}(A A^t)}{m \text{SNR}}$$

where SNR is the root mean square signal-to-noise ratio and ‘tr’ is the matrix trace operator, such that

$$W = R_A (A^t A + rC)^{-1}$$

A conservative SNR value of 10 is assumed. Because one is primarily interested in the estimation of cortical activity whose magnitude is appreciably larger than that of the noise, it is often useful to normalize each row of the inverse operator matrix based on the noise sensitivity of the latter at each location (Liu, 2002). By means of this, activity at locations with comparably low noise sensitivity is assigned a larger weight than activity at locations with higher sensitivity. The noise normalization approach adopted here has been described previously (Liu, 2002) and involves estimating noise sensitivity by projecting the noise covariance estimate into the inverse operator. The noise sensitivity-adjusted inverse operator is then pre-multiplied by a diagonal noise sensitivity matrix $T$ whose matrix elements are given by

$$T = \text{diag}(|W C W^t|)^{-1/2}$$

such that the noise sensitivity-normalized inverse is now

$$W = T W.$$
The value of $\sigma_F$ in units of Siemens per meter (S/m) was then varied from $5 \times 10^{-2}$ S/m to 5 S/m in increments of 1 S/m to investigate the dependence of localization accuracy upon conductivity. This was done for each conductivity value in this range by calculating the value of the crosstalk metric for each cortical source. The metric used to quantify and to compare localization accuracy as a function of $\sigma_F$ was the expected relative localization error $\mathcal{R}$, defined as,

$$
\mathcal{R}(M_{20}) = \frac{1}{n} \sum_{j=1}^{n} \frac{c^2_j(M_{20})}{c^2_j(M_{25})}
$$

Above, $c^2_j(M_{20})$ denotes the crosstalk value computed at each cortical location $j$ within the model $M_{20}$, whereas $c^2_j(M_{25})$ represents the crosstalk value calculated within the reference model $M_{25}$ previously described. Averaging over $j$ indicates that the quantity $\mathcal{R}$ is an average of over cortical sources $j=1,\ldots,n$. The crosstalk $c^2_j(M_{25})$ is explicitly dependent upon the pathology-related conductivity parameter $\sigma_F$ being varied and is normalized by the crosstalk $c^2_j(M_{25})$ of the reference model $M_{25}$, i.e., by the crosstalk value for the model with reference conductivity values reported in the literature. The purpose of this normalization is

Fig. 1. 3D models of the head and tissues for the health adult subject (insets I.A–I.H) and for TBI patient 1 (insets II.A–II.H). In addition to the full model which includes all tissue types, other tissues are also represented for illustration. Skin is shown transparent for convenience so as not to obscure the view of underlying tissues. For brevity, only some of the most representative tissues are displayed (e.g., fat, muscles and connective tissues are not shown). Both hemorrhagic and non-hemorrhagic GM is visible, as segmented from GRE T2 and SWI imaging.
to investigate conveniently the dependence of $c_j^2(M_{25})$ upon $\sigma_P$ by relating this former quantity to a reference value—namely to $c_j^2(M_{25})$—which facilitates comparison by serving as a convenient unit. Thus, each ratio $c_j^2(M_{20})/c_j^2(M_{25})$ is the crosstalk value for $M_{20}(\sigma_P)$ expressed in units of the reference crosstalk $c_j^2(M_{25})$. Thus, $R < 1$ indicates that the expected crosstalk over the entire

![Fig. 2. As in Fig. 1, for TBI patient 2 (insets I.A–I.H) and TBI patient 3 (insets II.A–II.H).](image)

<table>
<thead>
<tr>
<th>Subject</th>
<th>Brain volume (BV, cm$^3$)</th>
<th>Lesion load (LL, cm$^3$)</th>
<th>LL/BV [%]</th>
<th>Total skin area (TSA, cm$^2$)</th>
<th>Edematous skin area (ESA, cm$^2$)</th>
<th>ESA/TSA [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy adult</td>
<td>1,087.56</td>
<td>0.00</td>
<td>0.00</td>
<td>1,308.28</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>TBI patient 1</td>
<td>1,133.26</td>
<td>2.46</td>
<td>0.02</td>
<td>1,273.23</td>
<td>56.21</td>
<td>4.41</td>
</tr>
<tr>
<td>TBI patient 2</td>
<td>1,055.66</td>
<td>62.38</td>
<td>5.91</td>
<td>1,052.56</td>
<td>182.35</td>
<td>17.32</td>
</tr>
<tr>
<td>TBI patient 3</td>
<td>1,136.50</td>
<td>43.82</td>
<td>3.86</td>
<td>1,188.89</td>
<td>280.27</td>
<td>23.57</td>
</tr>
</tbody>
</table>
cortex is smaller than that in the reference model $M_{25}$, whereas $R > 1$ indicates that the expected crosstalk is larger than in the reference model.

3. Results

3.1. FEM models

It is useful to visualize various tissue types so as to capture the essential geometric features of our models. Figs. 1 and 2 show 3D models of the head for each subject included in the study. In Fig. 1, inset I shows the healthy subject and inset II shows TBI patient 1; in Fig. 2, insets I and II show TBI patients 2 and 3, respectively. Whereas gyri and sulci have a normal appearance in Fig. 1 (insets I.C and I.D) (as one might expect for a healthy subject), various degrees of abnormality due to non-uniform swelling and increased intracranial pressure are visible in each of the three TBI patients (Fig. 1, insets II.C, II.D, and Fig. 2, insets I.C, I.D, II.C, and II.D). Additionally, skin appearance and thickness are more uniform in the healthy adult compared to each of the three TBI patients, partly due to the presence of appreciable scalp bruising in TBI (which alters scalp geometry and thickness) and possibly due to the fewer number of MRI sequences available in the healthy adult subject compared to the TBI patients, leading to somewhat different segmentation results. In Fig. 2, insets I.A and I.B reveal the presence of a large craniotomy above the left hemisphere in TBI patient 2. By contrast, in Fig. 1, inset I.G does not reveal the presence of any pathology-related structures, as expected from a healthy adult subject. In Figs. 1 and 2, insets showcasing brain pathology (insets I.G and II.G in each figure) reflect our intent to order the TBI subjects according to their apparent structural severity. This is summarized in Table 2, which shows the brain volume, lesion load (LL), total skin area (TSA), edematous skin area (ESA) and ratios involving these four quantities for each subject. Whereas TBI patient 1 has relatively modest brain pathology, TBI patients 2 and 3 exhibit appreciably more edema and hemorrhage. Additionally, in TBI patient 2, the pathology is observed to cover primarily regions in the frontal and temporal lobes of the right hemisphere (Fig. 2, inset II.G), while in TBI patient 3 lesions can be observed to extend over both frontal regions (bilaterally) as well as over temporal cortex (right hemisphere).

3.2. Forward modeling

Cortical mapping of forward model metrics can be useful for the purpose of revealing the ability of individual sensors to record from underlying brain regions. For example, Fig. 3 provides visual insight on the physical meaning of the sensor sensitivity area measure $b(x)$. This figure displays the normalized magnitude of the cortical LF for two sample electrodes in TBI patient 3. The LFs shown in parts A and B of Fig. 3 are for EEG electrodes Fp2 and C3, respectively. As a reminder, $b(x)$ can be defined as the cortical area populated with dipoles whose projected signal strengths at some sensor are greater than or equal to $x\%$ of the maximum projected signal of any cortical dipole. Thus, the brain area painted in a hue above some color brightness threshold $x$ roughly corresponds to the value of $b(x)$ for that brightness threshold. For example, when $x = 0\%$, one can see that the mapped value of $b(0)$ corresponds to the area painted a hue of any brightness (i.e., to the entire cortical surface). By contrast, when $x = 50\%$, the hue brightness desired is indicated by the mid-range hue value in the color bar, and thus $b(0.5)$ corresponds to all areas of the brain painted in a hue whose brightness is equal to or greater than the brightness of that hue. In the case of the Fp2 sensor, the electrode is sensitive to right hemisphere frontopolar areas, to medial bilateral frontal cortex as well as to frontal regions contralateral to the hemisphere above which the sensor is located. In the second case, the measuring electrode is observed to be sensitive not only to left dorsolateral prefrontal cortex, but also to portions of the left parietal and temporal lobes.

3.3. Forward solution accuracy

The effects of varying the number of tissues are explored in Fig. 4, which shows $\Delta_p$ ($M_{19}, M_{25}$), i.e., the amount of sensitivity area misestimation between $M_{19}$ and $M_{25}$. This figure illustrates...

![Fig. 3. Cortical map of LF magnitudes for EEG electrodes Fp2 (A) and C3 (B). Plotted is the quantity $|a_i|/\max(|a_i|)$, i.e. the magnitude $|a_i|$ of the cortical LF $a_i$ normalized by the maximum LF magnitude $\max(|a_i|)$.](image-url)
the amount of sensitivity area misestimation due to the omission of 6 TBI-related tissue types, as a function of the argument $x$ in $\beta(x)$, i.e., as a function of cortical area percentage. Whereas the first column shows the full profile of $A_\beta(M_{19}, M_{25})$ for $0\% \leq x \leq 100\%$, the second column focuses upon the interval $0\% \leq x \leq 20\%$, thus highlighting how the omission of TBI-related conductivity changes from the forward model leads to the misestimation of LF values for those dipoles which project to each sensor most strongly (i.e., with a strength greater than or equal to 20% of the maximum dipole strength). Each trace corresponds to an electrode. Deviations from the line $A_\beta = 0$ indicate the amount by which the omission of pathology leads to underestimation ($A_\beta < 0$) or overestimation ($A_\beta > 0$) of LF values. In the healthy adult, $A_\beta = 0$ for all sensors and all values of $x$ because no pathology is present.

Fig. 4. Dependence of $A_\beta(M_{19}, M_{25})$, the amount of sensitivity area misestimation due to pathology omission, a function of the percentage $x$ of total cortical area for each patient. In each subject, sensor names are indicated for two electrodes whose LFs are highly dependent upon the inclusion of pathology in the model. Whereas the first column shows the full profile of $A_\beta(M_{19}, M_{25})$ for $0\% \leq x \leq 100\%$, the second column focuses upon the interval $0\% \leq x \leq 20\%$, thus highlighting how the omission of TBI-related conductivity changes from the forward model leads to the misestimation of LF values for those dipoles which project to each sensor most strongly (i.e., with a strength greater than or equal to 20% of the maximum dipole strength). Each trace corresponds to an electrode. Deviations from the line $A_\beta = 0$ indicate the amount by which the omission of pathology leads to underestimation ($A_\beta < 0$) or overestimation ($A_\beta > 0$) of LF values. In the healthy adult, $A_\beta = 0$ for all sensors and all values of $x$ because no pathology is present.

Fig. 4 indicates that:

1. forward solution potentials can be misestimated appreciably when TBI pathology is omitted from the FEM model;
2. the percentage of misestimation varies nonlinearly as the percentage of cortex from which an EEG sensor records increases from 0% to 100%;
3. a relationship of proportionality exists between the amount of misestimation and the amount of pathology present in each subject.

With regard to the last statement above, comparison of the LL/VB and ESA/TSA ratios for each subject in Table 2 to the results in Fig. 4 indicates that, for the three TBI patients of our study, the extent of forward solution misestimation is directly related to the

the forward solution (and thus the LF profile) identically in each TBI patient, the trace for each electrode would be a horizontal line at $A_\beta = 0$ for each of them, as in the healthy adult. Deviations from this line therefore indicate the amount by which the omission of pathology leads to underestimation ($A_\beta < 0$) or overestimation ($A_\beta > 0$) of LF values. This analysis provides quantitative insight on the accuracy of our forward solution results.

Fig. 4 indicates that:
amount of pathology, as expected. For example, TBI patient 1 has an LL/VB ratio of 0.02%, an ESA/TSA ratio of 4.41%, and a maximum value of $|A_p|$ equal to 30%. By contrast, TBI patient 3 has an LL/VB ratio of 3.86%, an ESA/TSA ratio of 23.57% and a maximum value of $|A_p|$ equal to almost 200%. Given that the ESA/TSA ratio appears to have an appreciable effect upon the amount of forward solution inaccuracy in the few subjects analyzed here, it may be useful for future studies to explore this causative relationship in the context of a larger sample of TBI patients. Nevertheless, these results provide useful insight into the importance of accurately modeling shallow head layers in the context of the EEG forward and inverse problems.

3.4. Localization error analysis

It is important to quantify LE in order to understand the localization abilities of each model. Fig. 5 displays the LE of $M_{19}$ for each cortical location in both the healthy adult as well as in the TBI patients. This figure allows one to evaluate the localization accuracy of the FEM model with 19 tissue types without the confounding

---

Fig. 5. Cortical map of LE in $M_{19}$. For each point on the cortical surface, the LE associated with inverse localizing a source positioned there is displayed.
factor of conductivity changes due to TBI-related pathology. One convenient feature of $M_{19}$ is that it can be used as a reference model to investigate the effect of either decreasing or increasing the number of tissue types. A common feature shared by all four LE maps over the cortical surface in Fig. 5 is their indication that EEG localization accuracy decreases with source depth in the brain. Additional—though typically more limited—variability in LE is observed in various areas of dorsolateral cortex in each subject, possibly due to differences in physical features such as skull thickness and fat layer thickness across the head.

Differences between the highly simplified model $M_4$ and the more complex model $M_{19}$ are shown in Fig. 6, which explores LE differences between these models, i.e., the effect upon localization of reducing the number of FEM model tissues types from 19 to 4. This effect is observed to vary across the brain, with various regions exhibiting greater changes in LE compared to others. The quantity mapped over the cortex is $A_{LE}(M_4, M_{19})$, i.e., the absolute difference in LE between these two models. The extent and spatial distribution of these differences are found to vary appreciably from subject to subject, with no obvious pattern which holds across all subjects.

The effect of including pathology-related tissue types is explored in Fig. 7, where the metric $A_{LE}(M_{19}, M_{25})$ is used to perform a comparison between the pathology-inclusive model $M_{25}$ and the pathology-naive model $M_{19}$ in terms of localization accuracy. Specifically, for each activation source on the cortical mesh, the
quantity \( A_{LE}(M_{19}, M_{25}) \), i.e., the absolute value of the difference in localization error between \( M_{19} \) and \( M_{25} \), is displayed. Since \( A_{LE}(M_{19}, M_{25}) \) is the amount of LE due to ignoring the effect of pathology, Fig. 7 reveals the effect of this omission upon inverse solution accuracy as quantified using the LE metric. We emphasize that Fig. 7 displays \( A_{LE}(M_{19}, M_{25}) \) (the absolute difference in LE between \( M_{19} \) and \( M_{25} \), see Eq. 11), rather than the LE itself. Thus, the upper bound value of 35 mm in the legend to Fig. 7 is the maximum difference in LE between the two models, not the LE of either model. In other words, when pathology effects are omitted, the LE is seen to change by as much as 35 mm in TBI patients. By contrast, no changes are seen in the healthy adult because no pathology is present in this subject. An important observation to be made is that qualitative agreement exists between the locations of pathology-affected areas (see Figs. 1 and 2) and the locations of cortical areas with large \( A_{LE} \) (Fig. 7, in red). The fact that large portions of the cortex are drawn in white for each TBI patient indicates that, as expected, the two models \( M_{25} \) (pathology-inclusive) and \( M_{19} \) (pathology-naive) do not typically differ in their abilities to localize sources which are located relatively ‘far’ from the locations of pathology. By contrast, for those sources located within a contusion or peri-contusionally, the amount of LE which is due solely to the omission of pathology in \( M_{25} \) compared to \( M_{19} \) is found to be substantial. It should be noted that differences in LE between

---

**Fig. 7. Localization accuracy comparison between \( M_{19} \) and \( M_{25} \) using the LE metric.** For each activation source on the cortical mesh, the quantity \( \Delta_{LE}(M_{19}, M_{25}) \), i.e., the absolute value of the difference in localization error between \( M_{19} \) and \( M_{25} \), is displayed.
the two models are due not solely to the presence of brain lesions, but also to the inclusion of edematous skin and epidural hemorrhage as separate tissue types. In TBI patient 2, for example, some differences in LE are found between the two models for sources in the occipital lobe, though no gross brain injury is found in those regions (see Fig. 2). This is due to the fact that, in this particular subject, the skin in the back of the head is substantially affected by swelling, whose presence alters the source localization of the pathology-inclusive model.

3.5. Crosstalk calculation analysis

Aside from studying the LE, it is also useful to investigate crosstalk in order to pinpoint the effects of tissue conductivity alterations. Figs. 8 and 9 are similar to Figs. 6 and 7, respectively, in that Figs. 8 and 9 also illustrates the results of comparing two different models, namely $M_4$ to $M_{19}$ (Fig. 8) and $M_{19}$ to $M_{25}$ (Fig. 9) in terms of differences in localization accuracy. However, whereas the metric of choice in Figs. 6 and 7 was the difference in localization error $D_{LE}$, the metric used in Figs. 8 and 9 is $D_n$, i.e., the percentage difference in crosstalk. As previously stated, the LE is more useful in the context of active focal sources, whereas crosstalk provides more insight into localization accuracy in the context of distributed source models (Liu, 2002). The quantity $D_n$ plotted in Figs. 8 and 9 quantifies the difference in localization accuracy due to pathology omission, expressed in units of how much crosstalk should be expected in the reference model (see the denominator of Eq. 13). The reference model is $M_{19}$ in Fig. 8.
and $M_{25}$ in Fig. 9. Fig. 8 confirms the findings in Fig. 6, according to which the collective omission of various tissue types encountered in both health and pathology (e.g., fat, soft bone, etc.) is associated with substantial changes in localization accuracy. Similarly, Fig. 9 suggests that the omission of pathology can lead to substantial and undesirable increases in crosstalk. In both cases, the amount of mis-localized electrical activity can be twice as large in the simplified model as in the more complex model being compared.

3.6. Conductivity effects upon localization accuracy

Whereas Figs. 6–9 summarize the effect of pathology upon localization accuracy, Fig. 10 investigates the dependence of cortical localization accuracy upon the conductivity value assigned to pathology. The quantity plotted on the horizontal axis is the value of the conductivity parameter $r_P$, whereas the quantity plotted on the vertical axis is the relative expected localization error $R$. Fig. 10 illustrates that uncertainties in the conductivity of pathology-related tissues have a nonlinear effect upon crosstalk and upon localization accuracy. Specifically, values of $r_P$ between 0.05 and $\sim 1$ S/m are associated with average crosstalk values which are smaller than for the reference model $M_{25}$, whereas the opposite is the case for values of $\sigma_r$ between $\sim 1$ and 5 S/m. The implication is that, as the value of $r_P$ increases from 0.05 to $\sim 1$ S/m, the average source estimate sensitivity to activity from other locations decreases, as does the average localization error. By contrast, as
conductivity increases again from \(-1\) to 5 S/m, the sensitivity of the source estimate to other activity increases as well and the expected localization accuracy decreases. What Fig. 10 suggests is that there is relatively low variation in localization accuracy associated with pathology-related changes in conductivity in the interval \([0, \sim 1.3]\) S/m. In other words, as long as the effective conductivity of pathology-affected tissues falls within the interval \([0, \sim 1.3]\) S/m, the localization accuracy of our method is not expected to change very much compared to the scenario in which the conductivity of pathology-affected tissues is larger than \(-1.3\) S/m.

4. Discussion

4.1. Clinical potential of EEG localization in acute TBI

The acquisition and examination of EEG recordings in acute TBI patients has been undervalued, yet offers unique opportunities to inform patient treatment and to affect recovery. For example, localization of EEG potentials recorded following acute TBI may be useful for prospectively evaluating the usefulness of EEG in the preoperative planning of epileptogenic focus removal (Ebersole, 1999; Ebersole and Wade, 1990, 1991). Similarly, continuous EEG (cEEG) has proven to be very important in the treatment of TBI patients with status epilepticus (SE), where this technique has allowed clinicians to evaluate treatment effectiveness in patients who are treated continuously using infusions of antiepileptic drugs (Brophy et al., 2012). Localization of cortical potentials beginning in acute TBI patients may also be useful for longitudinal studies, where clinically relevant hypotheses on brain tissue fate and on the long-term effects of pharmacological agents upon the TBI brain may benefit from the insights provided by electrophysiological recordings.

In the period following acute brain injury, it can be particularly difficult to localize pathophysiological brain activity due to the complexity of structural brain changes prompted by TBI, and this difficulty is currently seen as deterrent to certain clinical interventions, such as surgery to remove epileptic foci (Mani and Barry, 2006). Though such invasive clinical interventions are not performed acutely due to the inherently chronic nature of this condition, the task of pathophysiological activity localization remains of interest at all stages post-injury. This is because,

1. the relationship between the spatial patterns of acute, subacute and chronic pathophysiological activity remains insufficiently understood,
2. EEG source localization allows one to study resting state functional connectivity patterns in TBI patients
3. functional connectivity inferred via EEG localization can be combined with functional magnetic resonance imaging (fMRI) for improved insight into TBI-related brain dynamics (Holmes et al., 2013; Yang et al., 2010).

Thus, the putative clinical relevance of improving the accuracy of currently available source localization methods for TBI is appreciable for both acute and chronic TBI.

4.2. Importance of TBI-related tissue conductivity changes

The accumulation of blood and other fluids at the site of a concussion leads to increases in local tissue conductivity, which presumably affects how electric currents propagate from the sites of brain activity to those of scalp EEG sensors. In turn, such physical changes affect the preferential sensitivity of EEG electrodes to certain electric sources in the brain, and how this occurs is highly dependent upon the anatomy and physical properties of the head and injuries. Thus, aside from addressing the challenges associated with modeling closed- and open-head TBI, another important strength of our study is that it sheds light upon how the presence of pathology can influence the accuracy of inverse source localization via EEG recordings.

In this examination, we establish that the presence of TBI-induced pathology can lead to marked mis-localization of cortical activity, particularly in contusional and peri-contusional brain regions. In the three acute TBI cases presented, the effect of TBI-related anatomic changes upon forward and inverse solution accuracy appear to be predicated not only upon lesion load, but also upon how much scalp was affected by trauma. This observation is unsurprising given the sensitivity of EEG signals to the conductivity of head tissues surrounding the sensor, and our study provides novel evidence in support of the widely held view that accurate modeling of superficial head layers is very important for the purpose of EEG forward and inverse solution accuracy (Hallez et al., 2007; von Ellenrieder et al., 2006).

The accurate localization of noninvasively recorded cortical activity depends on a number of factors, one of which is the realism of the head model used in the forward calculation of electric potentials (Gencer and Acar, 2004). Anatomically faithful head models account for head anatomy and tissue conductivity, both of which are of particular significance in TBI forward modeling due to the presence of pathology. On the one hand, open head injuries can pose appreciable modeling challenges in the context of boundary element method (BEM) models with closed shells, which makes accounting for such injuries more amenable for the FEM instead. Thus, for TBI models involving open head injuries, the FEM formalism adopted here and applied to the modeling of different tissue classes is a principal strength of this approach over BEM-based methods; naturally, this is not to imply that the FEM is generally superior to BEM, only that the FEM is more convenient when accounting for open head pathology. For example, previous investigations involving models which account for the presence of brain lesions and cavities have shown that the latter can have a significant qualitative and quantitative effect upon the computed electric potentials (He et al., 1987). Because EEG source localization accuracy depends highly upon forward model accuracy, the ability demonstrated here to generate EEG forward solutions based on
models which capture the underlying anatomy with high fidelity is very important to the task of source localization. In addition, our study addresses the challenge of identifying the spatial extent of TBI-related pathology through the use of multimodal neuroimaging methods including computed tomography (CT) and MRI sequences which are tailored for the accurate detection of edematous and hemorrhagic tissues.

4.3. Consequences of tissue conductivity measurement uncertainties

One factor which has been widely acknowledged as limiting the accuracy of forward-inverse EEG models is the variability of tissue conductivities across subjects and measurement location (Awada et al., 1998; Yitembe et al., 2011, 2012). Importantly for the problem at hand, the effects of TBI pathology upon tissue conductivity has not been explored. The investigation of such effects upon inverse solution accuracy is useful because (1) the precise conductivities of pathology-affected tissues are difficult to obtain from TBI patients, (2) errors in the estimation of conductivity for such tissues has a yet unknown effect upon localization accuracy, and because (3) knowledge of such errors is important when assessing the feasibility and accuracy of TBI source localization.

In the present study, the effects of acute TBI upon inverse localization were first discussed in the context of TBI-related conductivity values which had been assigned to pathology-affected tissues based on previous experimental studies. Nevertheless, one can expect that the conductivities of hemorrhagic and edematous GM/WM can vary depending on various factors which affect tissue composition such as proteinaceous content, state of CSF perfusion (particularly in the case of edematous regions), as well as blood content (especially in the case of hemorrhaging tissues). Determining the effects of these factors upon inverse solution accuracy can be challenging because different combinations of pathology types may lead to widely different values of effective tissue conductivity. In addition, because the gold standard for localization accuracy typically requires in vivo measurements which can be methodologically and ethically challenging to obtain, the subject of localization accuracy and validation remains a topic open for discussion even in the context of anatomically faithful head models.

Because the effects of varying conductivities for common tissue types such as bone, scalp, GM and WM have been widely explored elsewhere (Chen et al., 2010; Ferree et al., 2000; Pohlmeier et al., 1997; Zhang et al., 2006) and are relatively better understood than the effect of pathology, this type of analysis is not reproduced here. In the case of pathology, Fig. 10 suggests that the most substantial changes in localization accuracy relative to our reference model can be expected to occur when TBI-affected tissue conductivity is larger than ~1.3 S/m, as may occur in cases where TBI-related accumulation of CSF, blood and other fluids is substantial. Thus, although the individual effect of variations in the conductivity of blood, edematous WM/GM and other pathology-related tissue types is not explored here, our study does provide useful initial information in the assessment of how conductivity measurement uncertainties may affect localization accuracy.

4.4. Model complexity considerations

This study is among the very few to illustrate the calculation of the EEG forward matrix in TBI patients while also accounting for the effects of hemorrhage and edema upon the conductivity profile of WM, GM and scalp in the context of a FEM model which is anatomically faithful. An additional innovation is that our model takes into account 25 tissue types when calculating the EEG forward matrix. This is in contrast to previous FEM studies, which have typically modeled the head using 12 or fewer tissue types (Gencer and Acar, 2004). As our results suggest, the modeling of pathology is important for capturing lead field focality, as quantified using the percentage difference in sensor sensitivity area between $M_{19}$ and $M_{25}$.

Because our EEG modeling approach involves substantially more tissues than in typical inverse localization studies, it is of interest to determine whether all tissues included are equally important, and whether fewer tissue types can be used with minimal reductions in accuracy. When attempting to answer these questions in the context of FEM models, it is important to note that the number of tissue types accounted for in a model is effectively equal to the number of distinct conductivities included. Consequently, from this standpoint, FEM model complexity is intimately related to conductivity profile complexity. For example, an anatomically faithful FEM model with $N + 1$ tissue types (where $N$ is a positive integer) can be reduced to a model with $N$ tissue types by assigning one of the $N + 1$ tissues the conductivity of another tissue. Thus, one way to study the effect of ignoring the conductivity-related effects of a certain tissue type involves assigning that tissue the conductivity of another tissue in the model. For example, ignoring the effect of subcutaneous fat could be studied in our context by assigning the conductivity of skin to FEIs accounting for fat, and similar changes can be effected in order to investigate the consequences of failing to account for other tissue types. This is, in fact, the approach adopted to study the effect of pathology, and the same method is used to determine the effect of ignoring conductivity effects due to other tissue types. Because Fig. 6 indicates the presence of substantial differences in localization accuracy due to the omission of various tissue types encountered in both health and in TBI (e.g., fat, subcortex, etc.), it is useful to comment on these findings. In the case of dorsal cortical sources, the most important effects upon $\Delta \sigma_{d}(M_{19}, M_{19})$ are probably due to the omission of subcutaneous fat, soft bone, CSF and connective tissue (e.g., dura mater) from $M_{4}$. This is because these four tissue types are positioned directly between sensors and dorsolateral cortex, and variations in their thickness over the head are therefore most likely to affect localization accuracy. By contrast, $\Delta \sigma_{d}(M_{4}, M_{19})$ over ventral cortex is most likely affected by the omission of conductivity effects due to other tissue types such as cerebellum, subcortex and brain stem. By comparison, the omission of the eyes as a separate tissue type is likely to cause a more moderate effect upon localization accuracy because the brain is separated from the eye sockets by the skull, and the latter probably takes precedence as the most substantial factor influencing localization accuracy in frontoventral areas. Similarly, it is likely that optic nerves have a rather limited effect upon localization accuracy, and that their inclusion as a separate tissue type modestly affects localization to structures such as the orbital gyrus. In any case, the results presented in Fig. 5 indicate that appreciable changes in localization accuracy are brought about by the exclusion of certain tissue types from the model, and future studies should explore further how inclusion of each tissue type individually contributes to localization accuracy in the FEM approach.

In addition to the effects of tissue conductivity upon localization accuracy, the effects of tissue geometry are also of interest. When discussing such effects, however, it is important to distinguish between anatomically- and ideally-shaped models because each of these is based on a different set of assumptions which can complicate direct comparison. Here we restrict our discussion to anatomically faithful models because the various differences between anatomically- and ideally-shaped models have been reviewed elsewhere (Hallez, 2007). In the restricted context of our own anatomically faithful model, it can be challenging to explore tissue geometry effects without simultaneously ignoring at least some of the geometry-related information provided by structural imaging. In other words, as long as detailed tissue geometry data are available (as in our case), it is more principled to investigate...
tissue type effects while also taking such information into consideration. For this reason, a surrogate and potentially insightful strategy for exploring the effect of geometry alterations in our own context involves starting from the most geometrically complex model and altering the conductivity values of individual FEs in that model. Because each model has a relatively large number of FEs and thus high anatomical resolution, this type of alteration can be expected to reflect geometry changes to some extent. For example, our comparison of pathology-naive and pathology-inclusive models can be said to involve the exploration of geometry differences between models in this fashion. Beyond the exploration of geometry changes related solely to pathology, however, one can also investigate geometry changes from the standpoint of alterations in the number and spatial configuration of tissues which are present in both pathology-naive and pathology-inclusive models (e.g., fat, skin, bone, etc.). However, given that we aim to restrict our framework to anatomically-shaped models which do not dismiss available structural information, changes in the spatial configurations of such tissues can also be modeled as changes in the conductivity profiles of their constitutive FEs. This particular type of investigation is conducted here by comparing the 19-material model to a simplified 4-material model, with the conclusion that such geometry simplifications are associated with localization accuracy decreases which are most pronounced around locations where the geometry and conductivity simplifications in question are effect.

4.5. Effects of varying the scalp density of EEG sensors

In this study, EEG localization accuracy was investigated in the context of a standard montage consisting of 60 scalp electrodes. In the case of healthy subjects, the spatial sampling profile of EEG as a measurement technique is dependent upon both the location as well as number of scalp electrodes (Lantz et al., 2003), with higher-density montages commonly being seen as beneficial to the accuracy of inverse localization. Whereas some studies (Odabaee et al., 2013) have suggested that hundreds of sensors are needed to sample scalp potentials at their true spatial frequency resolution, others (Lau et al., 2012) have suggested that using more than ~40 electrodes is only marginally useful. In addition, the issue of optimal spatial sampling is complicated by the possibility that the surface density of sensors required for accurate localization may differ from case to case based on considerations such as source focality, spatial configuration and signal cancellation (Irimia, 2012b). In the case of source localization for acute TBI, local conductivity increases related to swelling and hemorrhage are expected to increase the source blurring effect of the EEG spatial filter, which would decrease the spatial frequency of EEG. This, in turn, may counteract the beneficial effect of increasing sensor density in scalp regions affected by pathology because the spatial frequency of EEG in such regions is lower than in unaffected areas. Consequently, because the local spatial frequency of EEG at and around pathology locations may decrease due to local conductivity changes caused by injury, higher electrode densities over such regions are not expected to improve localization accuracy as much as over unaffected regions.

4.6. Limitations and caveats

One criticism of this work is that in vivo tissue conductivities vary across subjects and anatomical locations. Such ambiguities remain problematic because the electrical conductivity distribution of the human head cannot be measured in vivo in human subjects, so that average conductivity values reported in the literature must be used instead. This introduces inherent inaccuracies when considering the variation of conductivity in individuals relative to mean values. In addition, conductivity may vary as a function of position and time, which adds to the difficulties of realistically capturing the effects of variability in tissue conductivity values. To address these limitations, we varied the conductivity of tissues associated with pathology within a wide range, and computed the resulting changes in source localization accuracy. In this context, Fig. 10 points to the importance of accurately modeling how tissue conductivities are modified by trauma and highlights the need for improved methods to estimate tissue conductivity in TBI-affected patients. These results can safely be assumed to provide upper and lower bounds on the effect of TBI-related conductivity variations upon inverse localization accuracy. This is because (1) conductivity was varied here across two orders of magnitude within the bounds which can be expected for the conductivity of biological tissues, and also because (2) the true effect of pathology-related conductivity variations upon localization accuracy is likely smaller than the most extreme effects described in Fig. 10.

Another limitation of this exploration is the fact that the models do not account for spatial anisotropies in tissue conductivity. Such anisotropies are believed to have some effect upon source localization according to previous studies (Cook and Koles, 2008; Marin et al., 1998), and the inclusion of WM conductivity anisotropies based on spatial information provided by diffusion tensor imaging (DTI) has been proposed as a useful way to reduce source localization errors (Lee et al., 2009). In addition to WM, bone conductivity is also known to be spatially anisotropic and values for both its radial and angular components have been reported in the literature (Chauveau et al., 2004). Thus, inclusion of tissue anisotropy would be beneficial in the context of this modeling framework.

5. Conclusions

We employed an anatomically constrained FEM model of the head to quantify the effects of TBI-related tissue conductivity changes upon EEG forward and inverse solution accuracy. Results suggest that modeling TBI pathology is important for the purpose of faithfully capturing lead field properties and parameters, including spatial focality. Furthermore, because crosstalk quantifies how biased the activity at some location can be to activity at other locations, our results indicate that ignoring the effects of TBI upon the conductivity profile of the head results in misestimating source localization bias by an amount which can be as large as the amount of bias to be expected from the inverse localization procedure when pathology is taken into account. These findings are the first to quantify the importance of realistic TBI contusion modeling for the purpose of EEG source localization in the acute phase of brain injury. Future work will focus on the application of this methodological approach to the localization of healthy and epileptogenic sources in acute TBI patients (Irimia et al., in preparation).
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