Genome-wide surveillance of transcription errors in response to genotoxic stress
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Mutagenic compounds are a potent source of human disease. By inducing genetic instability, they can accelerate the evolution of human cancers or lead to the development of genetically inherited diseases. Here, we show that in addition to genetic mutations, mutagens are also a powerful source of transcription errors. These errors arise in dividing and nondividing cells alike, affect every class of transcripts inside cells, and, in certain cases, greatly exceed the number of mutations that arise in the genome. In addition, we reveal the kinetics of transcription errors in response to mutagen exposure and find that DNA repair is required to mitigate transcriptional mutagenesis after exposure. Together, these observations have far-reaching consequences for our understanding of mutagenesis in human aging and disease, and suggest that the impact of DNA damage on human physiology has been greatly underestimated.

Mutagens pose an ongoing threat to human health. The genetic and chemical alterations they inflict on our genome change the base-pairing properties of DNA in such a way that mismatched bases become capable of forming stable hydrogen bonds with each other (1). As a result, DNA polymerases tend to make mistakes when they replicate damaged DNA templates, and the mutations that arise from these mistakes have profound effects on human health (2). Interestingly, RNA polymerases tend to make mistakes on damaged DNA templates as well. Using plasmids that carry a single, strategically placed DNA lesion, it was shown that 8-oxoguanine, O2-methylguanine, and uracil can induce transcription errors when transcribed by RNA polymerase II (3). Implicitly, these results suggest that any mutagen that creates these lesions can raise the error rate of transcription, potentially inducing transcription errors that can contribute to Alzheimer’s disease (4), protein aggregation (5), carcinogenesis (6), or changes in cell metabolism (7) and cell fate (8).

Testing this hypothesis requires an assay that can accurately detect transcription errors that are randomly distributed throughout the transcriptome. To this end, we recently optimized the “circle-sequencing assay” to detect transcription errors in eukaryotic organisms (7). This optimized version overcomes several pitfalls and limitations that confound other assays (9, 10). In brief, the optimized assay couples RNA circularization to a massively parallel sequencing approach to probe the fidelity of transcription across the entire transcriptome with unprecedented accuracy (Fig. 1A).

Here, we use this assay to sequence approximately 10 billion bases from four eukaryotic organisms and identify >250,000 transcription errors to determine how mutagens affect the fidelity of transcription. We discovered that alkylating agents are a particularly powerful source of transcription errors and that the kinetics of transcriptional mutagenesis rely on several biological parameters that have important medical and basic biological implications. Together, these results provide insight into the impact of mutagens, DNA damage, and DNA repair on cell physiology. By extension, this suggests that the impact of mutagen exposure on human health is greater than currently appreciated.

Results

To determine the effect of mutagenic compounds on transcriptional mutagenesis, we exposed rapidly growing cells of the budding yeast *Saccharomyces cerevisiae* to N-Methyl-N′-nitro-N′-nitrosoguanidine (MNNG), an alkylating agent that creates various lesions on the genome (11). After a single, 40-min exposure to 10 µM MNNG, we harvested the cells, isolated RNA, and constructed specialized sequencing libraries required for high-fidelity RNA sequencing (Fig. 1A). Interestingly, MNNG induced a >10-fold increase in transcription errors (5.5 × 10−3/base pair [bp], Fig. 1B) compared to untreated cells (4.2 × 10−3/bp), suggesting that MNNG is a potent source of transcriptional mutagenesis. Because the average transcript of *S. cerevisiae* is 1,600 bps in length, these results suggest that ~9% of all transcripts contain an error after MNNG exposure (8.8 × 10−2/gene).

To exclude the possibility that genetic mutations induced by MNNG confounded these measurements, we performed two independent experiments using MNNG exposure and nonexposure conditions (Fig. S1). Only in the untreated control condition did we detect a small, but statistically significant, increase in transcription errors compared to the MNNG-treated condition. Together, these results confirm the fidelity of MNNG-induced transcription errors and suggest that the MNNG assay accurately measures transcription errors in yeast cells.

Significance

Accurate transcription is required for the faithful expression of genetic information. If the fidelity of transcription is compromised, protein homeostasis, cell fate, and various metabolic processes are disrupted. Here, we demonstrate that mutagens can lower the fidelity of transcription in yeast, worms, flies, and mice by promoting the misincorporation of nucleotides by RNA polymerases. These observations establish a mechanism by which the environment, our lifestyle choices, and work-related exposures may promote the age of onset, severity, and progression of various diseases.
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additional experiments. First, we measured the genetic mutation frequency in response to MNNG treatment and found that upon MNNG exposure, ~1 in every 70,000 cells acquires a canavanine-resistant CAN1 mutation ($1.5 \times 10^{-5}/$Can1 gene), which is a sixfold increase over untreated cells. Because the CAN1 gene encompasses 1,773 bases, and mutation of 236 of these bases results in a scorable mutation event (12), we estimate that the genetic mutation frequency is $\sim 6.4 \times 10^{-5}$/bp (Fig. 1B). Although different techniques were used to detect these RNA and DNA-based endpoints, preventing a precise comparison, these calculations nonetheless indicate that genetic mutations are relatively rare compared to transcription errors. Accordingly, we conclude that genetic mutations are unlikely to confound our measurements of transcriptional mutagenesis. Consistent with this idea, we found that even a 100-fold increase in the mutation frequency with a different mutagen (4-nitroquinoline 1-oxide, 4NQO) had no effect on the error rate of transcription (SI Appendix, Fig. S1).

Second, we performed identical experiments on cells that were arrested prior to MNNG exposure. Because these cells are not actively replicating their genome, DNA damage is not efficiently fixed into mutations. Despite being arrested, these cells experienced an identical increase in transcription errors upon MNNG exposure (Fig. 1B), consistent with the idea that our measurements were not affected by genetic mutations. Taken together, these results suggest that both dividing and nondividing cells undergo extensive transcriptional mutagenesis upon MNNG exposure, indicating that every cell, regardless of its stage in the cell cycle, is highly sensitive to mutagen exposure. Moreover, the number of transcription errors that are induced by exposure far exceed the mutation burden at the DNA level, indicating that in certain cases, the primary impact of mutagen exposure is on the stability of the transcriptome, not the stability of the genome.

Next, we examined what type of transcripts were affected by the transcription errors induced by MNNG. To better mimic the impact of mutagen exposure on nondividing cells such as neurons and cardiomyocytes and to remove the potential impact of genetic mutations on future experiments, we performed all of these analyses, as well as all other experiments described in the remainder of this article, on arrested cells. We found that the transcription errors induced by MNNG arose throughout the entire genome of S. cerevisiae (Fig. 1C) and were present in all classes of RNA molecules, including messenger RNAs (mRNAs), ribosomal RNAs (rRNAs), transfer RNAs (tRNAs), mitochondrial RNAs (mitoRNAs), long noncoding RNAs (IncRNAs), small nuclear

Fig. 1. MNNG causes a genome-wide increase in transcriptional mutagenesis. (A) Core concept of the circle-sequencing assay. (Left) Traditional sequencing approaches are capable of identifying transcription errors (red dots) present in isolated RNA fragments; however, during library preparation, reverse transcription errors introduce additional mutations into the complementary DNA (cDNA) (blue dots) that are indistinguishable from true transcription errors. Additional artifacts (green dots) are introduced during sequencing as well, which is highly error-prone. (Right) To prevent these artifacts from confounding error measurements, RNA targets are circularized prior to reverse transcription. These circularized molecules are then reverse-transcribed in a rolling circle fashion to generate linear cDNA molecules that contain several tandem repeats of the original RNA fragment (orange strands). If a transcription error was present in the RNA template, this error will be detected in each of the repeats, while artifacts are only present in one repeat. (B) Dividing and nondividing cells experience >10-fold increase in transcription errors after 40 min of exposure to MNNG. These errors outnumbered the amount of mutations that arose in the genome. (C) Transcription errors are induced throughout the entire transcriptome of S. cerevisiae. –M indicates no MNNG treatment, +M indicates MNNG treatment, +6 indicates 6 h after MNNG treatment. Chromosomes are laid out in an end-to-end fashion, from chromosome I until XVI and the mitochondrial genome. (D) Each RNA polymerase has a unique error rate after MNNG treatment, reflecting the unique sensitivities and dynamics of different types of transcripts to mutagen exposure. (E) MNNG induces only single-base substitutions; no increase in deletions or insertions was detected. (F) The vast majority of single-base substitutions induced by MNNG are C→U transitions, errors that can be caused by O6-methyl-guanine. * denotes $P < 0.05$, unpaired two-tailed t test; error bar indicates SEM. For all samples, $n = 3–13$ biological replicates, except for transcription error measurements of dividing cells, for which $n = 2.$
RNA as (s)RNA, small nuclear RNAs (snoRNA), and RNAs derived from pseudogenes (Table 1), affecting 4,369 out of 6,275 genes in the yeast genome. In essence, all transcribed genes that will be found to have single-base insertions, deletions, or substitutions were sensitive to MNNG, suggesting that mutagens affect the fidelity of every RNA species inside living cells (Fig. 1D). SI Appendix, Table S1 contains links that can be used to explore with a genome browser every gene that we detected in yeast (SI Appendix, Table S1).

Interestingly, different RNA polymerases displayed different error rates, suggesting that they have unique sensitivities to MNNG exposure (Fig. 1D). For all polymerases, we found that MNNG only elevated the error rate of single-base substitutions; no increase in insertions or deletions was detected (Fig. 1E). And for all polymerases, the vast majority of these single-base substitutions were C→U transitions (Fig. 1F). Importantly, MNNG causes O6-methyl-guanine lesions in the genome, which were previously shown to induce C→U lesions in bacteria (13). Thus, by pairing O6-methyl-guanine lesions with uracil instead of cytosine, RNAPs could imprint DNA damage into newly synthesized RNA molecules. To test whether O6-methyl-guanine is indeed the primary source of transcriptional mutagenesis in yeast cells treated with MNNG, we found that MNNG causes O6-methyl-guanine lesions in the genome, which were previously shown to induce C→U lesions in bacteria (13). Thus, by pairing O6-methyl-guanine lesions with uracil instead of cytosine, RNAPs could imprint DNA damage into newly synthesized RNA molecules. To test whether O6-methyl-guanine is indeed the primary source of transcriptional mutagenesis in yeast cells treated with MNNG, we exposed them to methyl methanesulfonate (MMS), an alkylating agent that generates a nearly 20-fold less efficiently than MNNG (11). Consistent with a role for O6-methyl-guanine in MNNG-mediated transcriptional mutagenesis, we found that MMS did not increase the error rate of transcription (Fig. 2E), even though the dose used caused a fivefold increase in genetic mutations (Fig. 2F).

Next, we wanted to determine whether MNNG is unique, or whether other agents can cause transcription errors as well. To that end, we treated cells with the alkylating agent ethyl methanesulfonate (EMS), N-ethyl-N-nitrosourea (ENU), and ultraviolet (UV) light, all of which we titrated to induce a fivefold increase in genetic mutations (Fig. 2B). Similar to MNNG, EMS and ENU raised the error rate of transcription, while UV light did not. Importantly, lesions generated by UV light form potent blocks to RNA polymerases, suggesting that lack of translesion synthesis prevents UV light from inducing transcription errors (14, 15). To explore the effect of translesion synthesis on the error rate of transcription further, we examined the effect of MNNG on rpb9Δ cells. Loss of RPB9 (which is also important for the fidelity of RNAPII on undamaged templates) allows RNAPII to transcribe past lesions more efficiently (16). Consistent with the idea that translesion synthesis is key to transcriptional mutagenesis, we observed a greater number of transcription errors in response to MNNG in rpb9Δ cells compared to wild-type (WT) cells (Fig. 2C).

Table 1. RNA species in which transcription errors were detected in the budding yeast S. cerevisiae

<table>
<thead>
<tr>
<th>RNA species</th>
<th>Errors detected</th>
<th>Bases sequenced</th>
</tr>
</thead>
<tbody>
<tr>
<td>ncRNA</td>
<td>260</td>
<td>5,172,734</td>
</tr>
<tr>
<td>Protein coding</td>
<td>163,780</td>
<td>3,513,949,350</td>
</tr>
<tr>
<td>Pseudogene</td>
<td>2,272</td>
<td>16,703,818</td>
</tr>
<tr>
<td>rRNA (RNAPI)</td>
<td>119,573</td>
<td>6,034,392,467</td>
</tr>
<tr>
<td>rRNA (RNAPII)</td>
<td>624</td>
<td>20,773,320</td>
</tr>
<tr>
<td>snoRNA</td>
<td>894</td>
<td>57,998,750</td>
</tr>
<tr>
<td>snRNA</td>
<td>110</td>
<td>2,489,619</td>
</tr>
<tr>
<td>tRNA</td>
<td>134</td>
<td>799,698</td>
</tr>
<tr>
<td>mtRNA</td>
<td>454</td>
<td>10,252,813</td>
</tr>
<tr>
<td>Total</td>
<td>287,841</td>
<td>9,657,359,835</td>
</tr>
</tbody>
</table>

Transcription errors were detected in every major RNA species of yeast cells.

Finally, it was recently suggested that hydrogen peroxide (H2O2) induces transcription errors. However, when we treated yeast cells with H2O2, bioinformatic analysis of these errors using RNA turnover and sequencing data indicated that approximately half of the errors detected after H2O2 treatment were due to artifacts caused by damaged RNA molecules (SI Appendix, Figs. S2 and S3). The same analyses showed that RNA molecules damaged by MNNG, EMS, or ENU did not conform our findings (SI Appendix, Figs. S2–S5).

To test whether mutagens can induce transcription errors in other species, we exposed multicellular organisms of increasing complexity to MNNG and found that it also induces transcription errors in the nematode Caenorhabditis elegans, the fruit fly Drosophila melanogaster, and primary fibroblasts from WT mice (Fig. 2D). As in the case of yeast, these error rates vastly out-number previously reported DNA mutation frequencies (17). Together, these observations demonstrate that mutagens and transcription errors are present in a wide range of organisms, including metazoans. Thus, they suggest that mutagens not only impact human physiology by inducing genetic instability, but also by mutating the transcriptome, a process that has historically been difficult to observe and hence gone largely unexamined.

To understand the kinetics of transcriptional mutagenesis better, we performed two additional experiments. First, we examined the dose–response relationship between mutagens and the transcriptional response. To do so, we exposed cells to increasing amounts of MNNG. This experiment indicated that a clear dose–response relationship exists between mutagen exposure and transcriptional mutagenesis, so that stronger treatments induce more errors (Fig. 3A). Second, we investigated how long transcription errors persist after a single dose of MNNG. To do so, we treated arrested cells with 10 μg/mL MNNG for 40 min, washed the cells, and then allowed them to recover for 6 h, which would be sufficient for the cells to double ~4 times if they were still in a dividing state. Over that time span, we tracked the error rate of transcription of RNAPI, II, III, and the mitochondrial RNAP and found that after exposure, the error rate remained stable over all 6 h in all transcripts, except for those synthesized by RNAPII (Fig. 3B). The error rate of these transcripts steadily declined over 6 h. This decline was not due to an increase in cell death because the treated cells displayed the same survival rate as untreated controls (SI Appendix, Fig. S6).

One possible explanation for this observation is that during this time span, the DNA transcribed by RNAPII is actively repaired, thereby erasing the lesions responsible for the transcription errors. To test this hypothesis, we performed the same experiment on cell lines that were deficient for MGT1, a DNA repair protein that repairs the vast majority of O6-methyl-guanine lesions in yeast (18). Interestingly, loss of MGT1 significantly blunted the recovery by RNAPII, indicating that this recovery depends primarily on the repair of O6-methyl-guanine lesions in the genome (Fig. 3C). The residual repair observed in the absence of MGT1 is most likely performed by base excision repair (19). In contrast, loss of MGT1 did not affect the error rate of mtRNA, indicating a lack of DNA repair by MGT1 in the mitochondrial compartment, which is consistent with the idea that mitochondria lack numerous DNA repair mechanisms (20). Paradoxically, loss of MGT1 raised the error frequency of molecules transcribed by RNAPI (Fig. 3C) and RNAPIII (SI Appendix, Fig. S7) during the recovery period. Because no mutagens are present during the recovery period, this increase is most likely due to the extended half-life of rRNA and tRNA molecules. In contrast to mRNAs, which have an average half-life of ~5 min (21, 22), rRNA and tRNA molecules persist for several hours (23). As a result, numerous rRNA and tRNA molecules will be present in cells after MNNG exposure that were actually generated prior to the treatment. As these older
molecules turn over, they are replaced by molecules that were generated on damaged templates, thereby increasing the error frequency over time. Taken together, these results suggest that a single exposure to a mutagenic compound can have long-lasting effects on the fidelity of transcription. Moreover, they demonstrate that one role for DNA repair proteins is to limit the length of time that a single mutagenic exposure induces transcription errors in protein-coding genes. Interestingly, there are many syndromes caused by a lack of DNA repair. If our results are translatable to humans, they would suggest that patients with DNA repair syndromes may exhibit prolonged periods of transcriptional mutagenesis upon DNA damage from endogenous or exogenous sources, potentially contributing to their symptoms.

Having established that damaged bases induce transcription errors, we reasoned that transcription errors may be used as sentinels for the presence of damaged bases. We sought to take advantage of this relationship to study the parameters that control the mutagenicity and repair of DNA lesions after exposure. One feature that is thought to affect these parameters is genetic context. Indeed, after MNNG treatment, we found that transcription errors arose in a highly context-dependent manner. For example, O6-methyl-guanine lesions flanked by a purine on their 5' side provoke 10 times more transcription errors than O6-methyl-guanine lesions flanked by a pyrimidine on their 5' side (Fig. 4A). A similar observation was previously reported for DNA mutations in both *S. cerevisiae* (24) and *Escherichia coli* (25), suggesting that the genetic context that controls the error rate of DNA polymerases also controls the error rate of RNA polymerases. In contrast, we found that the 3' base was the most important factor in the context of DNA repair, as O6-methyl-guanine bases flanked on their 3' side by cytosine or adenine are repaired faster than those flanked by guanine or thymine (Fig. 4B and C). The rate at which these lesions were repaired was equal across the length of affected genes, indicating that
DNA repair has no preference for the location of a lesion within genes (SI Appendix, Fig. S8).

Another parameter that is thought to affect DNA repair is chromatin state. For example, it has been suggested that the presence of nucleosomes might shield DNA from damaging compounds. Interestingly, we found the opposite to be true, as cells treated with MNNG exhibit more errors in nucleosome-covered DNA compared to naked DNA (Fig. 4 D and E). Chromatin state affects the error rate of untreated cells as well. For example, the histone variant H2A.Z, which is thought to be a marker for quiescent promoters that are primed for activation, strongly correlates with transcription errors (Fig. 4F), while the absence of the active promoter marker ESA1, or the active transcription marker H3K36 trimethylation, correlates with increased transcriptional mutagenesis (Fig. 4 G and H). Together, these observations suggest that rarely transcribed genes are more error-prone at the RNA level than highly transcribed genes. In support of that idea, we found that the 30% of the yeast genome that is least transcribed displays the highest error rate (Fig. 4I). This observation is biologically relevant because the less a gene is transcribed, the more likely it is that a single mutated transcript will impact cellular physiology.

Chromatin state is also thought to modulate DNA repair efficiency. For example, it was previously shown that photolesions hidden in the core of a nucleosome are repaired at greatly reduced rates by the nucleotide excision repair machinery compared to lesions on naked DNA (26). Interestingly, we found that after MNNG treatment, the error rate of transcription recovered faster on DNA covered by nucleosomes than naked DNA (Fig. 4D). To gain further insight into this observation, we performed the same analysis on mgt1Δ cells and found that this enhanced recovery did not depend on MGT1 (Fig. 4E). Further experiments will be required to understand this observation better. Finally, we investigated whether the rate of transcription impacts the rate at which genes are repaired and found that the top 10% of transcribed genes are less efficiently repaired after MNNG treatment than genes that are less abundantly transcribed, suggesting that unusually high transcription rates may interfere with DNA repair (Fig. 4J).

In summary, these observations indicate that the error rate of transcription varies greatly across the genome and is directly affected by various static and dynamic genomic features, including the chromatin state. This suggests that the same gene may display different error rates in different cell types because of their unique chromatin landscapes. Similar factors also control the error rate of transcription after cells have been damaged and may modulate the rate at which this damage is repaired. Accordingly, it may be possible to use the technology we describe here to monitor the presence and repair of DNA lesions across the genome so that the molecular determinants of DNA repair can be elucidated.

Discussion

Here, we use massively parallel sequencing technology to demonstrate that in addition to driving genomic mutations, mutagens are also a powerful source of transcription errors. The alkylating agents ENU, EMS, and MNNG all increase the error rate of transcription, suggesting that alkylated DNA is especially error-prone. This damage changes the base-pairing properties in such
a way that it provokes errors by RNA polymerases, thereby imprinting the damage into newly synthesized RNA molecules. In certain cases, these errors can greatly exceed the number of mutations that arise, suggesting that the primary impact of these mutagens is on the fidelity of the transcriptome, not the genome.

In addition to damaging the genome, mutagens can also damage RNA directly. If the reverse transcriptase used to generate the circle-sequencing libraries makes the same error each time it circles around a template and encounters a damaged base, these errors could potentially be mistaken for transcription errors, confounding our results. There are four reasons why we think that damaged RNA molecules do not affect our results. First, MNNG causes O6-methyl-guanine lesions in DNA, which induces C→U errors in the transcriptome, and these are the dominant errors we detect after MNNG treatment. In contrast, O6-methyl-guanine lesions in RNA would be recorded as G→A errors by our technology. Importantly, G→A errors are rarely detected after MNNG treatment, and further bioinformatic analyses indicate that these errors are not the result of RNA damage either. In short, if RNA damage was responsible for our results, the errors we would detect would be at different locations, at different bases in the transcriptome. Second, we found that a DNA repair enzyme completely changed the kinetics of transcriptional mutagenesis after MNNG exposure, which is only possible if our results are due to damage to the genome, not the transcriptome. Third, mRNA molecules turn over relatively rapidly in yeast cells and have an average lifespan of ~5 min (21). Accordingly, most damaged molecules will be degraded after 15 min. In contrast, we find that 40% of detected errors persist for more than 6 h, and even longer in the absence of DNA repair. This extended period of error detection can only be explained by continuous transcriptional mutagenesis. Finally, two additional bioinformatic analyses, including a deeper probe of the natural turnover rate of RNA molecules and an increase in the stringency of our bioinformatic pipeline, indicated that RNA damage did not significantly affect the recorded error rates after MNNG, ENU, or EMS treatment.

Our observations have broad implications for our understanding of DNA damage and mutagenesis in human aging and disease. Cells are constantly exposed to mutagenic agents. Whether it be radiation, sunlight, chemotherapeutics, toxic byproducts of cellular metabolism, or chemicals that are present in our food and water, DNA is always under siege. For example, several chemotherapeutics, including temozolomide, are strongly alkylating agents (27), similar to MNNG. The genomic damage that these mutagens inflict is a potent source of genetic instability, and the mutations that arise from this instability can derail any aspect of cellular physiology. A key observation from the experiments presented here, which builds directly on the work of others (3, 6, 28, 29), is that fixing DNA damage into mutations is not required to generate mutated molecules. The damage itself is sufficient. This idea has far-reaching consequences for our understanding of genetic toxicity, DNA repair, and the impact of mutagenesis on human aging and disease.

First, nondividing cells such as neurons and cardiomyocytes are relatively refractory to mutagenesis because they do not undergo DNA replication, which limits their ability to fix DNA damage into mutations (30). Here, we demonstrate that despite their lack of replication, nondividing cells can still produce large amounts of mutated molecules after mutagen exposure through transcriptional mutagenesis. Because transcription errors have long been difficult to observe, these errors and their consequences have thus far gone largely unexamined. The technology described here represents an important advance in this context because it allows transcription errors to be detected across the entire transcriptome of a living cell, opening a field of mutagenesis to widespread experimentation.

Ultimately, these types of experiments will allow researchers to gauge the impact of transcription errors in numerous physiological contexts, including diet, disease, genetics, exposure to environmental mutagens, and exercise. For example, transcription errors were previously shown to alter the fate of cells (8), initiate oncogenic programs (6), deregulate metabolism, cause protein misfolding, or shorten cellular lifespan (5, 7). In addition, transcription errors were previously shown to generate toxic versions of the ubiquitin B and β-amyloid precursor protein in nonfamilial cases of Alzheimer’s disease (4, 31). Thus, there are numerous mechanisms by which the environmental mutagens can affect human physiology through transcriptional mutagenesis.

Second, we demonstrate that without repair, DNA damage continues to induce transcription errors over extended periods of time. An important prediction from our results is therefore that patients with DNA-repair deficiency syndromes will exhibit prolonged episodes of transcriptional mutagenesis. Because these transcription errors can greatly exceed the number of genetic mutations that arise, they may even elicit the symptoms that characterize these diseases. In addition, it has long been known that cells accumulate DNA damage as they age. How this damage affects age-related diseases remains unclear, but our results suggest that by inducing transcription errors, DNA damage can directly contribute to the loss of proteostasis seen in aging cells, a key component of the etiology of numerous age-related diseases, including Alzheimer’s disease, Parkinson’s disease, and amyotrophic lateral sclerosis.

Finally, our results have important consequences for genetic toxicology. Most of the nutrients, drugs, and consumables to which humans are exposed are tested by government agencies, pharmaceutical companies, and private entities for their mutagenic potential. Our results suggest that these tests tell only half of the story, as only one mutational target is quantified. Therefore, doses that are thought to be safe for human consumption may not be safe after all. A more provocative prediction is that chemicals may exist that do not cause mutations, but do result in transcription errors, in which case some chemicals may have been approved for human consumption that alter the fidelity of transcription, which could have detrimental consequences for human health. Taken together, these considerations suggest that the impact of mutagens on human physiology has been underestimated and that there is an urgent need to reevaluate the impact of mutagens on human health in the context of transcriptional mutagenesis.

Data Availability. All sequencing data for every figure in this manuscript is available for unrestricted usage at the National Center for Biotechnology Information Sequence Read Archive (NCBI SRA) website, https://www.ncbi.nlm.nih.gov/sra. Raw sequence data have been deposited in NCBI SRA (PRJNA672123, PRJNA672117, PRJNA672208, PRJNA673511, PRJNA673744, PRJNA673738, PRJNA673731, PRJNA673853). The code for our bioinformatic pipeline to detect transcription errors can be downloaded at https://github.com/LynchLab.
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