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ABSTRACT

Post-traumatic Epilepsy is one of the common aftereffects of brain injury. This neurological disorder can persist throughout the lifetime of patients and impacts their quality of life significantly. Identification of markers that indicate the likelihood of developing PTE can help develop preventive care for subjects identified as at risk. Despite the relatively high prevalence of PTE, brain imaging-based biomarkers for the diagnosis of PTE are lacking. This is due in part to the heterogeneity of injury in traumatic brain injury patients. Here we investigate the use of structural and functional imaging features for training machine learning models. We compare the performance of four popular machine learning methods in predicting development of PTE after brain injury: (i) support vector machines, (ii) random forests, (iii) fully connected neural networks, and (iv) graph convolutional networks. Our results demonstrate the advantage of using a combination of connectivity features (functional) and lesion volume (structural) in conjunction with a Kernel SVM approach in predicting PTE. We also demonstrate that using a feature reduction method such as principal component analysis (PCA) can be more effective than penalizing classifiers. This might be due to the limitation of penalized models for a framework where features are correlated.
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1. PROBLEM STATEMENT

Traumatic brain injury (TBI) results in neurological disorders in a significant fraction of patients. Post-traumatic epilepsy is one of the common consequences of TBI occurring in 15-20% of patients with brain trauma. Prediction of PTE can help in the development of preventive care for subjects who would be identified at risk for PTE. Brain injury severity has been recognized as the primary risk factor for PTE development in several studies. However, only a few studies have investigated imaging biomarkers for establishing risk factors. The heterogeneous nature of TBI injury types, pathology, and lesions present additional challenges to biomarker discovery. Because the locations, spatial extent, and content of lesions vary considerably within and between patients with and without PTE, there is no simple spatial overlap of injury profiles across the two groups. Some studies considered this heterogeneity in their analysis, and reported lesions in the temporal lobes are associated with an increased PTE incidence. This conclusion is also supported by studies utilizing inverse localization of EEG potentials from acute TBI patients.

Resting fMRI (rfMRI) has recently attracted considerable attention in studies of brain connectivity and functional organization. Resting fMRI in TBI subjects is affected through the impact of lesions, both locally and potentially throughout networks in which the lesioned regions are involved. It has been noted that focal epilepsy affects common neuronal networks beyond the seizure onset zone. More specifically, increased segregation of fMRI brain networks was reported in focal epilepsy. A recent study used machine learning approaches to reveal functional brain changes that may serve as PTE biomarkers. However, the high dimensionality of connectivity features can quickly lead to overfitting of these models. Regularized models with a ridge or Lasso penalty can select a subset of features and prevent overfitting by enforcing penalizing the weights with large norms.

In the case of connectivity features, the feature space can suffer from ill-conditioning, which results from the existence of groups of highly correlated features and a limited number of subjects available for study. Methods using simple penalties that discard most of the correlated features can become unstable. Here we illustrate the advantage of using a feature reduction method such as principal component analysis (PCA) for reducing the highly correlated high dimensional features to a smaller number.
Several factors such as size, quality, and nature of features affect the choice of appropriate machine learning methods.\textsuperscript{19} We trained four machine learning methods: (i) Random Forests (RF), (ii) Support Vector Machines (SVM), (iii) a fully connected Neural Network (NN), and (iv) a Graph Convolutional Network (GCN), to predict PTE. We use the connectivity matrix (Pearson correlation coefficients) between 16 regions of interest (ROIs) defined in the USCLobes atlas (http://brainsuite.org/usclobes-description)\textsuperscript{20} as the functional features for the classifier. This atlas consists of lobar delineations (white matter, left and right frontal, parietal, temporal, and occipital lobes, cingulate gyrus, as well as the bilateral insulae, brainstem, corpus callosum, and cerebellum). We also use lesion volume in 13 ROIs (we removed white matter, brainstem, and corpus callosum) as structural features. Lesion volumes were computed using an automated lesion delineation method based on a variational autoencoder described in Akrami et al (2020).\textsuperscript{21} We compared the performance of the classifiers using subsets of features as follows: functional only, structural only, and both. To prevent overfitting we investigated both regularization and reducing data dimensionality with PCA.

2. METHODOLOGY

We trained four machine learning methods to predict PTE as follows:

\textit{Random Forests:}\textsuperscript{22} RFs fit a collection of decision tree classifiers on subsamples of the dataset and uses averaging decisions of the weak learners to improve predictive accuracy. Decision trees are prone to overfitting, especially when a tree is particularly deep. The maximum depth of the tree can control the trade-off between underfitting and overfitting.

\textit{Support Vector Machines and Kernel-Support Vector Machines:} SVMs\textsuperscript{23} find the solution for the optimal hyperplane with the largest margins for separating data between two groups. In cases of data that are not linearly separable, the features can be mapped to a higher dimensional reproducing kernel Hilbert space (RKHS) for classification using a kernel version of SVM (KSVM). The dot products necessary in the computations can be directly computed without an explicit mapping to RKHS using the kernel trick. One of the most popular kernels for this purpose, and that used here, is the radial basis function (RBF).

\textit{Neural Networks:} Our NN consists of multi-layer perceptron blocks\textsuperscript{24} trained using back-propagation via stochastic gradient descent. Neural networks can achieve state of the art performance with enough training data. However, due to the limited size of available datasets, their use is still often challenging in medical imaging settings.

\textit{Graph Convolutional Network (GCN):} Graph Convolutional Networks (GCNs)\textsuperscript{25} are powerful tools when learning from graph-structured data.\textsuperscript{24, 26} GCNs are extensions of convolutional neural networks; the classical definition of a convolution operation cannot be easily generalised to the graph setting. Spectral graph theory is the key to this generalisation by defining filters in the graph spectral domain. Recently, GCNs have been used for learning useful representations of brain functional networks while considering topological information.

For implementing RF and SVM/KSVM we used sklearn libraries.\textsuperscript{27} For implementing the NN and GCN we used Keras\textsuperscript{28} and Pytorch\textsuperscript{29} respectively.

2.1 Data

We used two datasets in this study.\textsuperscript{6} (i) The Maryland TBI MagNeTs dataset,\textsuperscript{30} of which we used 72 subjects for classification testing. The remaining 40 subjects were used for training the neural network for lesion delineation; (ii) The TRACK-TBI Pilot\textsuperscript{31} dataset, which includes 97 subjects, was also used for training the lesion delineation neural network. The imaging data are available from FITBIR (https://fitbir.nih.gov), with FLAIR, $T_1$, $T_2$, diffusion, and other modalities available for download. For classification, we used 36 TBI subjects with epilepsy (25M/11F) from the Maryland TBI MagNeTs dataset and 36 randomly selected TBI subjects without epilepsy (distinct from the set used to train the lesion detection algorithm; 26M/10F) from the same dataset.\textsuperscript{30} The age range for the epilepsy group was 19-65 years (yrs) and 18-70 yrs for the non-epilepsy group.
2.2 Analysis of connectivity

The functional features we used for SVM, KSVM, RF and NN were the upper triangular part of the connectivity matrix computed as the set of pair-wise Pearson correlation coefficients. We first used the connectivity matrix and SVM/KSVM to classify PTE vs. non-PTE groups. We used leave one out cross-validation and the area under the receiver operating characteristic curve (AUC) metric to tune the hyperparameters of SVM/KSVM (regularization, gamma). As noted above each group (PTE/nonPTE) had 36 subjects. Randomized training/test allocation of subjects was repeated 100 times to obtain the standard deviation of the AUC. In addition to the SVM/KSVM, we also trained a Random Forest (RF) classifier. For tuning the maximum depth of the RF, we used leave one out cross-validation, and the AUC metric. Then, randomized training/test allocation of subjects was repeated 100 times to obtain the standard deviation of the AUC. We also used a shallow, fully connected neural network. The neural network architecture consists of 3 hidden layers of size (32,16,16). Since the connectivity matrix has a high dimension, For the SVM, KSVM and RF methods we compared two different approaches: regularization using ridge regression (L2 penalty), and regularization with application of PCA for feature dimensionality reduction. We found that, generally, PCA was more effective for increasing the AUC, probably due to the high degree of correlation between features. The number the components used from PCA was treated as a hyper-parameter and tuned similarly to the regularization parameters via cross-validation.

Since the connectivity matrix (Fig. 1) can be viewed as a graph, we applied the GCN approach for predicting PTE using the connectivity matrix. We constructed a GCN model consisting of a graph convolution block and a Multi-layer Perceptron (MLP) block. The two blocks have three graph convolution layers ($L_1$, $L_2$, $L_3$) and two fully-connected layers ($L_4$, $L_5$), respectively. The edge weights are the Pearson correlation coefficients and we discarded the edges with correlation coefficients lower than 0.2 to preserve only the stronger connections in the graph. Inspired by Li et al (2019), we concatenated hand-crafted features as input node features at each node, namely the mean, standard deviation of fMRI time-series, node degree, and ROI center coordinates. We normalized each feature to zero mean, unit variance. As suggested in Li et al.(2019) the output feature vector $F$ of the graph convolution block was summarized using:

$$F = \left( \frac{1}{N} \sum_{i=1}^{N} v_i \right) \| \max(\{v_i : i = 1, \ldots, N\})$$

(1)

where $N$ is the number of nodes in the graph, $v_i$ denotes the feature vector of node $i$, and $\|$ denotes the concatenation operation. Note that max operates element-wise. We then input $F$ into the MLP block to produce the final classification results for each graph.

2.3 Analysis of Lesion volume

We repeated the above analysis for each of the learning methods, with the exception of the GCN, using lesion volume rather than connectivity data as the feature vector. We used multimodal MR images ($T_1$, $T_2$, FLAIR) and machine learning (ML) to automatically identify and delineate lesions. We used a variational auto-encoder which is an unsupervised approach. By training the VAE using nominally normal imaging data, the network learns to encode only normal images. Lesions can then be identified from the difference between original and VAE-decoded images (Fig. 2). In practice, VAEs exhibit some degree of robustness to outliers (in our case, lesions) in the training data. To identify lesion-based PTE biomarkers, we trained the VAE using the $T_1$-weighted, $T_2$-weighted, and FLAIR MRIs in the Maryland TBI MagNeTs dataset. The lesions were delineated based on VAE reconstruction error in the FLAIR images. A detailed description and validation of our method is available elsewhere.

We generated reconstruction error maps for the Maryland MagNeTs test set (36 TBI subjects with epilepsy and 36 TBI subjects without epilepsy) for lesion mapping.

To identify the lesions as binary masks a one-class SVM was applied to the VAE lesion maps at each voxel and across subjects to identify subjects with abnormally large errors at each voxel. We defined the outliers marked by the one-class SVM as lesions and computed lesion volumes per ROI by counting the number of outlier voxels in each ROI for each subject. The lesion volume in each ROI (lobe) was then used as the feature vector to train and test the SVM, KSVM, RF and NN classifiers.

Finally, we re-ran each of these classifiers using a combination of the functional and structural features.

Figure 2. A VAE was used to identify lesions in each lobe to generate a feature vector (lesion volume) for PTE prediction. The VAE in inference mode will reconstruct a lesion-free version of the image when trained on lesion-free data. Subtraction of the input and reconstructed image was used to identify lesion locations and volumes.

3. RESULTS

Classification results obtained with the machine learning models (RF SVM/KSVM, NN, and ) are reported in Table 1 for lesion volume, connectivity features, and both. The AUC was 0.59 (σ = 0.05) using SVM with lobe lesion volume as the feature vector. This values increased to 0.64 (σ = 0.05) when we used PCA to reduce feature dimensionality. KSVM, RF, and NN all showed lower AUC compared to linear SVM. These, results indicate that lesion volume alone is not a useful biomarker at the individual level. At the group level, a clear difference with respect to lesion volume features was reported for PTE vs non-PTE groups. The AUCs we report are in a similar range to a previous study that used morphological features extracted from FreeSurfer to predict PTE. Results based on connectivity features were on average slightly higher than for lesion features. The AUC of the ROC curve was 0.54 (σ = 0.05) using SVM. This increased to 0.67 (σ=0.05) using a combination of PCA dimensionality reduction and the kernel SVM (KSVM). All other methods performed, on average, worse than KSVM with PCA. Using a combination of both features increased the AUC to 0.74 (σ = 0.05) for KSVM with PCA, which is significantly larger than either structural or functional features separately. Due to the relatively small size of the training set and high dimensionality of the features, the NN did not improve the results.

The mean and standard deviation after 100 iterations of 36-fold cross-validation for the GCN was 0.59 (0.02) which is below that of KSVM with PCA. We believe that GCN has substantial potential here since it exploits
Table 1. AUC of classification methods with standard deviation in the parenthesis.

<table>
<thead>
<tr>
<th>Method</th>
<th>Lesion volume (lobes)</th>
<th>Connectivity (lobes)</th>
<th>Both features</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.59 (0.05)</td>
<td>0.54 (0.05)</td>
<td>0.49 (0.05)</td>
</tr>
<tr>
<td>SVM (with PCA)</td>
<td>0.64 (0.05)</td>
<td>0.58 (0.05)</td>
<td>0.50 (0.05)</td>
</tr>
<tr>
<td>KSVM</td>
<td>0.56 (0.05)</td>
<td>0.61 (0.05)</td>
<td>0.61 (0.05)</td>
</tr>
<tr>
<td>KSVM (with PCA)</td>
<td>0.55 (0.06)</td>
<td>0.67 (0.06)</td>
<td>0.74 (0.05)</td>
</tr>
<tr>
<td>RF</td>
<td>0.48 (0.05)</td>
<td>0.60 (0.06)</td>
<td>0.59 (0.05)</td>
</tr>
<tr>
<td>RF (with PCA)</td>
<td>0.58 (0.06)</td>
<td>0.52 (0.05)</td>
<td>0.57 (0.07)</td>
</tr>
<tr>
<td>NN</td>
<td>0.53 (0.06)</td>
<td>0.54 (0.05)</td>
<td>0.57 (0.05)</td>
</tr>
<tr>
<td>GCN</td>
<td>N/A</td>
<td>0.59 (0.02)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

the inherent graph structure of these data. The method tested here should be viewed as a baseline and may improve from a different choice of features and modifications of the network structure and training approach.

4. CONCLUSION

Our results show that combining lesion volume data and fMRI based connectivity analysis has potential for predicting PTE onset in TBI patients. Further, the KSVM approach appears better suited to this problem than the random forest, SVM, NN and GNN approaches. We also showed using PCA for feature reduction is more effective to prevent over-fitting than using a regularizer. Preliminary results using a graph neural network are promising but need refinement to meet, or potentially exceed, the performance of the best of the other methods evaluated.
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